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Abstract 
This work reports on the development and performance evaluation of the VrPET/CT, a 
new multimodality scanner with coplanar geometry for in-vivo rodent imaging. The 
scanner design is based on a partial-ring PET system and a small-animal CT assembled 
on a rotatory gantry without axial displacement between the geometric centers of both 
fields of view (FOV). We report on the PET system performance based on the NEMA 
NU-4 protocol; the performance characteristics of the CT component are not included 
herein. Accuracy of inter-modality alignment and the imaging capability of the whole 
system are also evaluated on phantom and animal studies.  Tangential spatial resolution 
of PET images ranged between 1.56 mm at the center of the FOV and 2.46 at a radial 
offset of 3.5 cm. The radial resolution varies from 1.48 mm to 1.88 mm, and the axial 
resolution from 2.34 mm to 3.38 mm for the same positions. The energy resolution was 
16.5% on average for the entire system. The absolute coincidence sensitivity is 2.2% for 
a 100-700 keV energy window with a 3.8 ns coincident window. The scatter fraction 
values for the same settings were 11.45% for a mouse-sized phantom and 23.26% for a 
rat-sized phantom. The peak noise equivalent count rates were also evaluated for those 
phantoms obtaining 70.8 kcps at 0.66 MBq/cc and 31.5 kcps at 0.11 MBq/cc 
respectively. Accuracy of inter-modality alignment is below half the PET resolution, and 
the image quality of biological specimens agrees with measured performance parameters. 
The assessment presented in this study shows that the VrPET/CT system is a good 
performance small-animal imager, while the cost derived from a partial ring detection 
system is substantially reduced as compared with a full-ring PET tomograph.  

 
 



 

 

 
1. Introduction 
The increasing number of animal models of human diseases and the radiolabeling of biologically 
significant molecules have made small-animal PET a valuable tool in medical research (Phelps, 2000; 
Pomper, 2001; Weissleder, 2002). New clinical scanners combine the functional information of PET or 
SPECT images with an anatomical imaging modality such as X-ray computerized tomography whose 
fusion improves the image interpretation (Townsend and Beyer, 2002). Given the relevance of murine 
models in biomedical research, this same approach is being adopted in small-animal dedicated 
tomographs, and several multi-modality systems (including MRI/PET) are being investigated, developed 
and introduced to the market (Meei-Ling et al., 2006; Liang et al., 2007; Raylman et al., 2007; Cherry et 
al., 2008). Although there have been recent promising approaches for the design of combined PET/CT 
detectors (Berard et al., 2005; Fontaine et al., 2005; Riendeau et al., 2008; Nassalski et al., 2008), most 
common implementations align two essentially independent imaging systems in the axial direction with 
little or no mechanical integration. A motorized patient bed enables multimodality imaging to be 
performed with an axial translation. Subsequently, the registration and fusion of the two image sets is 
done based on precalculated alignment parameters. The PET/CT scanner presented in this work 
(VrPET/CT) uses an alternative geometry consisting on a partial ring of PET detectors and a small-animal 
CT system assembled on a rotatory gantry in such a way that there is no axial displacement between the 
geometric centers of both fields of view (figure 1, a). This system was developed by the Unidad de 
Medicina Experimental of the Gregrorio Marañon Hospital (Madrid, Spain) and is now manufactured by 
SEDECAL (Madrid, Spain). The PET component of this scanner is based on a partial ring PET 
tomograph called rPET, previously developed at our institution (Vaquero et al., 2005).This system 
consisted on 4 detector heads arranged as two orthogonal pairs of diagonally opposed detectors, providing 
a field of view (FOV) of approximately 45 x 45 x 45 mm3 and 1% absolute sensitivity per detector pair 
(Cañadas et al., 2008). The development of the VrPET/CT was motivated by the idea of integrating the 
rPET system with a micro-CT, simultaneously improving some functional and technological features. In 
this new configuration the PET scanner geometry was modified by reallocating the four detectors into two 
wider V-shaped blocks (figure 1). This makes it possible that each detector accepts coincident photons 
with its two opposed rather than with only one as it was in the rPET, thus obtaining an extended 
transaxial FOV. 
   This document focuses on the design and integration of the VrPET system as well as on the 
performance evaluation of this coplanar scanner for small-animal imaging purposes. The work includes 
measurements of spatial resolution, sensitivity, scatter fraction, counting rate and image quality based on 
the recently approved NEMA NU-4 standard (NEMA, 2008). The accuracy of inter-modality alignment 
and the imaging capability of the whole system are also evaluated on phantom and animal studies. The 
implementation details and performance evaluation of the micro-CT system have already been detailed 
elsewhere (Lage et al., 2006; Vaquero et al., 2008). 
 
2. Materials and methods 
 
2.1. System description 
The system uses two double-detector modules, each of them comprised by two single detectors based on a 
30x30 lutetium-yttrium oxyorthosilicate (LYSO) crystal array coupled to a position-sensitive 
photomultiplier (PS-PMT, Hamamatsu H8500). The scintillator matrices are assembled using individual 
crystals with dimensions 1.4x1.4x12 mm3 separated by a 100-micron thick white reflector layer to 
improve the light collection (Vaquero et al., 1998 ). The photomultipliers have 12 stages of metal channel 
dynode and 8 x 8 multiple anodes, providing an active area of 49 mm2. The material used for coupling the 
PMT and the crystal array was optical grease (BC-630 Bicron/Saint Gobain). Read-out electronics, 
together with an additional timing stage for the last dynode signal and a high voltage supply, are 
integrated in a compact PCB stack directly attached to the PS-PMT sockets (figure 1, b). Last dynode 
signals of these detectors are fed into pulse discriminator circuits to generate digital timing signals to 
detect coincident scintillations occurring within a coincidence window of 3.8 ns. The detection of a valid 
photon pair triggers the digitization of the position and energy signals necessary to characterize the event.  
 



 

 

 

 

 

Figure 1. (a) VrPET/CT gantry implementation: The system consist on a rotatory gantry containing four PET detectors arranged 
into 2 V-shaped blocks and a small-animal CT scanner composed by a flat panel detector (right) and a micro-focus X-ray tube 
(left); The centers of the field of view for both modalities are intrinsically aligned. (b) VrPET detector Modules: Each module 
contains two single detectors packed in black delrin enclosures which fit in a light tight lead (Pb) shielded box. Read-out 
electronics together with an additional timing stage for the last dynode signal and a high voltage supply are integrated in a 
compact PCB stack directly attached to the PS-PMT sockets. 
  

   Table 1. Summary of VrPET scanner characteristics 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
    
    
   Resulting data from analog-to-digital converters are sent to the acquisition computer via a PCI 
communication interface. Additionally, the acquisition system includes a counter module with eight 
general-purpose scalers. The current values of these registers are included in the data frame for each 
detected coincidence, thus providing additional synchronization information such as the detectors 
position, overall elapsed time and gating signals. The complete processing of each event (including 
digitization and transfer from ADCs to the communication module) takes roughly 1.8 µs, leading to a 
maximum processing throughput of about 500 Kcounts per second. 
   The detectors are mounted using black delrin enclosures which fit in a V-shaped shielded box that 
attaches the detectors to the gantry (figure 1, b). These modules are positioned at 140 mm center-to-center 
distance to form 30 partial rings with a 1.5 mm pitch. The angle in the transaxial plane between detectors 
of the same block (143.5º) was selected to provide a transaxial FOV that matches the CT one, while 
allowing the X-ray cone-beam to illuminate the X-ray detector surface without shadows. The resulting 

DETECTORS  

Crystal Material LYSO 

Crystal size 1.4 mm x 1.4 mm x 12 mm 

Crystal Pitch 1.5 mm 

Photomultiplier Type Flat Panel PS-PMT (Hamamatsu H8500) 

Number of Crystals 3.600 (900 per single detector) 

Number of  PMTs 4 

GANTRY AND GEOMETRY  

Transaxial FOV 86.6 mm 

Axial FOV 45.6 mm 

Detectors Rotation  180 º 
Rotation speed (standard - maximum) 4.5º/sec - 18º/sec 

Sample positioning Persistent scope Mode or CT scout 

Bed travel 275 mm horizontal/ 35 vertical 

(a) 
(b) 



 

 

FOV of the PET subsystem is 86.6 mm diameter in transaxial direction and 46.5 mm in axial. The scanner 
also includes a linear motion stage attached to the bed to move the sample along the axial FOV for whole 
body studies. Both motion axes (rotating gantry and bed) are controlled by stepper motors and digital 
drives connected to the central processing unit which also controls the different system components 
during PET or CT data acquisitions.  
   PET scans are done by continuously rotating the detectors 180º clockwise and counterclockwise 
alternatively, in order to acquire complete datasets for the scanned volume. The rotation velocity is set by 
default to 4.5 degrees per second; this speed is a design parameter derived from the expected absolute 
sensitivity that results on minimum frame duration of 40 seconds. However, the mechanical and control 
components of the tomograph are dimensioned to be able to rotate the detectors up to 18 degrees per 
second, thus enabling a minimum frame duration of 10 seconds if desired. In addition, the scanner is able 
to acquire 2D projection views at fixed detector locations. In this mode high temporal and high spatial 
resolution  2D images can be acquired (Siegel et al., 1999). This feature has been used to implement a 
persistence scope mode, useful for interactive centering of the sample within the FOV and to obtain 
complementary data for dynamic imaging studies, by providing a high temporal resolution projection 
image sequence of the initial passage of the tracer (Zingone et al., 2002). 
   Data acquisition, processing, reconstruction, fusion and image viewing are managed from a remote 
computer which runs an IDL-based console that includes user interface and analysis tools (Pascau et al., 
2006). A summary of the VrPET characteristics is reported in table 1. 
 
2.2. Data processing and correction procedures 
During PET scans the acquisition computer processes the digitized signals from the detectors to calculate 
the interaction point and the energy of the two detected gamma photons. This information is recorded in 
one or more LIST mode files on an event-by-event basis. Before reconstruction, the position and energy 
values are mapped to individual crystals by means of a look up table (LUT) previously computed, and the 
energy value for each event is used to construct the corresponding crystal spectrum. These data are binned 
into sinograms consisting on 117 radial bins and 190 angular bins (180 degrees rotation) for each of the 
direct and oblique crystal combinations. During this process other corrections are also applied to the data: 
energy discrimination and corrections for decay, normalization, detectors alignment (Abella et al., 2006) 
and dead time. The normalization correction is based on a previous measurement of a 68Ge uniformity 
phantom. A normalization 3D-sinogram derived from this measurement is used to correct the data 
sinograms before applying any analytic reconstruction protocol. For all the experiments described in this 
work, these normalization factors were calculated from a 12 hour acquisition containing more than 100 
Mcounts.  
   For 2D reconstructions, the sinograms are converted to 59 slices by Fourier rebinning (FORE) or single 
slice-rebinning (SSRB) algorithms with a configurable span and maximum ring difference. The 2D 
sinograms can be reconstructed with standard filtered backprojection (FBP) or with a fast iterative 2D 
OSEM algorithm (Ortuño et al., 2006; Ortuño et al., 2008). A 3D OSEM reconstruction algorithm has 
also been adapted to this PET imager (Herráiz et al., 2006).    
 
2.3. NEMA NU-4 performance measurements 
This performance evaluation has been structured according to the recently approved NEMA NU-4 
standard (NEMA, 2008) for the assessment of small-animal positron emission tomographs. PET system 
parameters evaluated were spatial and energy resolution, sensitivity, count rate, scatter fraction and image 
quality. All these measurements were carried out with a 3.8 ns coincidence window and a 100-700 keV 
energy window. 
 
2.3.1. Spatial resolution 
The spatial resolution of the system was assessed with an encapsulated 22Na point source with a diameter 
of 0.3 mm and activity of 1.1 MBq. Different measurements were taken in the central slice of the axial 
FOV at several radial distances from the geometrical center (from z=0.0 mm to z=35 mm using 5 mm 
increments). Resolution at the same transaxial points was also evaluated at ¼ axial FOV (z=11.4 mm). 
The scan period was 2.0 minutes at each position and 2-3 million counts were typically collected per scan. 
The list mode was rebinned into 2D sinograms by SSRB and reconstructed by FBP with a ramp filter 



 

 

(voxel size: 0.74 x 0.74 x 0.77 mm3). The spatial resolution was calculated as the full width at half 
maximum (FWHM) of the profiles in the radial, axial and tangential directions. The measurement of all 
mentioned data points was replicated at least once.   
 
2.3.2. Sensitivity 
System sensitivity was evaluated using the same source as in the previous test, carefully centered in axial 
and transaxial directions. Two-minute acquisitions were obtained while the source was being stepped in 
0.77 mm increments across the scanner from end to end of the axial FOV. The activity was low enough so 
that dead time losses were negligible. The sinogram for each axial position was rebinned using SSRB in 
order to assign the counts present in the oblique lines of response (LORs) to the image slice where the 
LOR crosses the scanner axis. For each row of each sinogram, the highest value was located and all pixels 
further than 1 cm from this peak were set to zero. The resulting counts in each sinogram were added to 
obtain the total counts per slice. Slice sensitivity was calculated by dividing the total counts per slice by 
the activity present in the source and the resulting values were corrected to consider the branching ratio of 
the 22Na. This procedure was replicated using three different energy windows: 100-700, 250-650 and 400-
700 keV. 
 
2.3.3. Energy resolution 
During the calibration procedure of the scanner, the energy spectra for the 3.600 crystals were acquired 
within an energy window of 100-700 keV. The resulting spectra were analyzed for the 511 keV peak and 
a Gaussian function was fitted to each peak. Energy resolutions were calculated as the FWHM (in keV) of 
the Gaussian curves divided by the photopeak energy, in percentage. A system energy resolution was also 
calculated using an “average spectrum” formed by aligning and scaling to a common reference the 
individual spectra of all the detectors.  
 
2.3.4.  Count rate performance 
Mouse- and rat-sized NEMA test phantoms were utilized in these measurements. Both phantoms are 
high-density polyethylene cylinders with dimensions in proportion to the respective animal sizes (25 mm 
diameter, 70 mm long for the mouse-sized phantom and 50 mm diameter, 150 mm long for the rat-sized 
phantom). Cylindrical holes (3.2 mm diameter) were drilled parallel to the central axis in both phantoms 
at radial distances of 10 mm (mouse) and 17.5 mm (rat). The test phantom line source insert was a 
flexible tube with an outside diameter which fits on the 3.2 mm hole and with a fillable section 10 mm 
shorter that the axial extent of the phantoms. Prior to each acquisition, the phantom was positioned on the 
animal bed and centered in the transverse and axial fields-of-view. The initial activity concentration was 
1.1 MBq/ml (37.92 MBq total activity) for the mouse-sized and 0.19 MBq/cc (55.87 MBq total activity) 
for the rat-sized phantom (18F-FDG). The data were acquired for 12 hours in 20 min frames in both cases, 
and sinograms for each acquisition frame and slice were generated by SSRB. These data were analyzed 
following the guidelines described in the NEMA NU-4 protocol to estimate prompts (total counts), true, 
scatter and random count rates for each frame, as a function of the average activity concentration (kBq/cc) 
in the entire phantom volume (34.4 cc for the mouse-sized and 294.5 cc for the rat-sized phantom). The 
noise equivalent count rates (NEC rates) were obtained using the following expression: 
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2.3.5. Scatter fraction 
Scatter fraction (SF) was analyzed for the rat- and mouse-sized phantoms using the last five frames of the 
previous acquisitions. Due to the low activity concentration inside the FOV, these frames contained 
random event and count loss rates below 1.0 % of the true event rate. In these conditions it is assumed 
that the number of random counts is negligible and the difference between true and prompt count rates is 
only due to scattered events. Relative system sensitivity to scattered radiation (scatter fraction, SF) was 
obtained by aligning the projection angles of each sinogram in such a way that the maximum pixel value 
in each projection (center of the line source) became aligned with the central pixel of the sinogram. After 
this process and for every frame, a sum projection in the angular direction was obtained for each slice.    



 

 

 

   
Figure 2.  IQ Phantom photograph (a) and FBP reconstructed slices (bottom) showing the cold inserts (b), uniform (c) and hot 
rods region (d). Rods in right slice are of 5, 4, 3, 2 and 1 mm in diameter.  

   SF was then calculated by taking the number of scattered events in the summed projection and dividing 
this number by the total number of events in the profile. The number of scattered events was determined 
using a 14 mm window around the maximum radial bin. This number was obtained as the sum of the 
events outside the window and the events within this window below a straight line through the bins at +/- 
7 mm of the maximum radial bin.  The system scatter fraction was computed as the weighted average of 
the scatter fraction obtained for each slice and frame. 
 
2.3.6. Uniformity, recovery coefficients and spillover ratios 
The quantitative accuracy of the system was evaluated by imaging the image quality phantom (IQ) 
defined by NEMA NU-4 (figure 2, a). We filled the main compartment of this phantom with a water 
solution of 18F containing a total activity of 3.06 MBq. With respect to the two cold compartments 
attached to the lid of the phantom (figure 2, b), one was filled with water and the other was left empty. 
The phantom was scanned for 20 minutes and sinograms were generated with the acquired data. Image 
uniformity, recovery coefficient values and quantitative accuracy of data were measured on the resulting 
images. The noise in the uniform region of the phantom is indicative of the signal to noise ratio 
performance of the imaging system, while the uniformity in this region is a measure of the attenuation 
and scatter effects. Uniformity was evaluated by drawing a 22.5 mm diameter by 10 mm long cylindrical 
volume of interest (VOI) over the center of the uniform region of the IQ phantom (figure 2, c). The true 
isotope concentration was taken to be the mean value of this uniform region. Recovery Coefficients (RC) 
were measured on the image slices covering the central 10 mm length of the rods. Slices were averaged to 
obtain a single slice of lower noise (figure 2, d) and circular regions of interest (ROIs) were drawn around 
each rod with diameters twice the physical diameter of the rod. The transverse image pixel coordinates of 
the location with the maximum ROI values were recorded and used to create line profiles along the rods 
in the axial direction. The mean pixel value measured along each of those profiles was taken as the best 

(b) (c) (d) 

(a) 



 

 

estimation of isotope concentration in the rods. The standard deviation of the resulting recovery 
coefficient was calculated as follows: 
 

     2 2% 100* ( ) ( )lineprofile background
RC

lineprofile background

STD STD
STD

Mean Mean
                     (2) 

 
   Scatter effects in reconstructed images were measured by defining VOIs in the water- and air-filled 
cylindrical inserts of the IQ phantom (figure 2, b). The diameter of each VOI was 4 mm and encompassed 
the central 7.5 mm in length. The ratio of the mean in each cold region to the mean of the hot uniform 
area is reported as spillover ratio (SOR).  
   For the analysis, images of the IQ phantom were reconstructed using all available reconstruction 
algorithms with the following settings: FBP reconstruction (pixel size 0.74 mm, slice thickness 0.77 mm) 
was smoothed with a Butterworth filter (cut-off frequency 0.43, order 12); the 2D OSEM images (pixel 
size 0.43 mm, slice thickness 0.77) were reconstructed using 10 subsets with 5 iterations and the 3D 
OSEM images (pixel size 0.43 mm, slice thickness 0.77mm) were reconstructed using 40 subsets with a 
single iteration. Prior to apply 2D reconstruction algorithms sinograms were rebinned using SSRB with 
an axial difference of 15 crystals. 
 
2.4. Phantom and animal studies 
Although it is not included in the NEMA protocol, we also evaluated the imaging capabilities of the 
system by scanning a hot rods Derenzo phantom.  The data were acquired for 180 minutes in a single bed 
position; the total activity in the phantom at the beginning of the acquisition was 5.2 MBq (18F-FDG). 
This phantom has 6 groups of rods with diameter of 4.8 mm, 4.0 mm, 3.2 mm, 2.4 mm, 1.6 mm and 1.2 
mm, the separation between rod centers is twice the rod diameter.  
   Finally, in-vivo studies on a 245 g Wistar rat with induced ischemia in the left side of the brain and on a 
32 g BALB/c mouse were carried out in order to demonstrate the imaging capabilities of the VrPET/CT 
scanner. The rat was intravenously injected with 59.9 MBq of FDG, and the mouse with 16.2 MBq of the 
same radiopharmaceutical. In both cases PET scanning started 60 minutes after the injection and data 
were acquired for 25 minutes per bed position (three positions for both animals). After each PET 
acquisition, a CT image was acquired using a low-dose and high-speed acquisition protocol: a single bed 
focused on the head for the rat and two bed positions for the mouse (whole body study). The pixel size 
was 200 micron in both cases and X-ray source settings were 40 kV, 130 µA for the mouse and 45kV, 
250 µA for the rat. PET studies were reconstructed with 3D OSEM, using 40 subsets with a single 
iteration. CT studies were reconstructed using a FDK algorithm adapted to the specific geometry of the 
CT scanner (Vaquero et al., 2008). 
 
2.5. Inter-modality alignment 
The physical alignment of both FOVs can be mechanically adjusted only to a certain degree. To achieve 
higher precision, a geometric transformation matrix between the PET and CT coordinate systems is 
calculated in a last calibration step, using a simple phantom based on three glass capillaries filled with 
18F-FDG. These capillaries are arranged in a non-coplanar triangular geometry, each one at a different 
height (y coordinate). The static offsets and rotations between both image volumes are computed with an 
algorithm based on automatic line detection and localization of the corresponding points between the 
lines on both modalities (Rodriguez-Ruano et al., 2008). The resulting values were used on the 
subsequently acquired scans to enable automatic registration and joint visualization of the images.  
   Additionally, and with the purpose of evaluating the alignment precision against the layout of the 
capillaries, this acquisition was repeated five times varying the geometric relations (angles and distances) 
between capillary sources. To determine registration accuracy, two additional 22Na point sources were 
acquired simultaneously with each study. After the alignments calculation, the transformation obtained 
was applied to the data and the positioning accuracy was measured in the point sources (note that these 
sources were ignored during the registration process). 



 

 

 
3. Results 
 
3.1. NEMA NU-4 performance measurements 
 
3.1.1. Spatial Resolution 
The axial and transaxial resolutions (FWHM and FWTM) are plotted in figure 3 as a function of the 
radial distance from the center. The tangential spatial resolution of the system ranged between 1.56 mm at 
the centre of the FOV and 2.46 at a radial offset of 3.5 cm. The radial resolution ranged from 1.48 to 1.88, 
and the axial FWHM increased from 2.34 mm in the centre to 3.38 mm for the same radial offset. 
Resolution at the same transaxial points was also evaluated at ¼ axial FOV without noticeable variations 
(figure 3). The volumetric resolution computed as the product of the axial, radial and transaxial resolution 
is 5.4 µl in the central FOV increasing to 16.3 µl at a 35 mm radial offset. 
 
3.1.2. Sensitivity 
Absolute sensitivity values along the axial FOV are presented in figure 4. The peak sensitivity at the 
central FOV is 2.22% for a 100-700 keV energy window, 1.56% for a 250-650 keV energy window and 
0.94 % for the 400-700 keV energy range. 
 

  
Figure 3.  Spatial resolution measured from reconstructed images. Radial, tangential and axial spatial resolution values (FWHM 
and FWTM) as a function of radial offset. Measurements were done at the axial center of the FOV and at 11.4 mm from the axial 
FOV center (¼ axial FOV). 

 
Figure 4.  Sensitivity of the VrPET scanner. The slice absolute sensitivity is plotted as a function of the coordinate along the axial 
axis of the scanner for three typical energy windows. 

  
Figure 5.  Count rate capability of the VrPET system as a function of the line source activity divided by the total volume of the 
phantom. Energy window was set to 100-700 keV in both cases (LEFT, rat-sized phantom, RIGHT, mouse-sized phantom). 



 

 

3.1.3. Energy resolution 
System energy resolution calculated using an “average spectrum” of the aligned and scaled individual 
spectra was 16.5% with a standard deviation of 2.2. The worst crystal energy resolution was 33.4 % 
(outlier crystals on the edge), while the best one was 9.7 %.  
 
3.1.4. Count rate performance 
Figure 5 shows the behaviour of the prompt, true, random, scatter and NEC count rates as a function of 
the activity concentration in the mouse- and rat-sized phantoms. Prompt counts are the total counts 
acquired for the system, and the true rate refers to the total coincident event rate minus the scattered and 
random event rates. The coincidence background noise due to the intrinsic radioactivity contained in 
LYSO crystals was not subtracted from the measured data since it is negligible in this scanner (less than 4 
cps) due to the low volume of LYSO in the detectors, the narrowness of the coincidence window and 
scanner calibration settings. The resulting peak NEC rates are 31.5 Kcps at 0.116 MBq/ml activity 
concentration (10.55 MBq within the entire FOV) for the rat-sized phantom and 70.8 Kcps at 0.66 
MBq/ml activity concentration (17.25 MBq within the entire FOV) for the mouse-sized phantom. 
 
3.1.5. Scatter fraction 
As expected, the scatter contribution was found to be significantly lower for the measurement on the 
mouse phantom than for the rat phantom. The measured SF is 23.26% for rat-sized objects and 11.45% 
for mouse-sized objects. 
 
3.1.6. Uniformity, recovery coefficients and spillover ratios 
The uniformity test results are summarized in table 2. The average pixel value (proportional to activity 
concentration), the maximum and minimum values and the percentage standard deviation in the VOI 
defined in the uniform region of the IQ phantom, were measured and reported for each reconstruction 
algorithm. The recovery coefficients are plotted in figure 6 as a function of the rod diameter. Due to the 
physical limitations in producing hot spheres in non-zero background with physical walls much thinner 
than the spatial resolution of the imaging systems, fillable rods of different diameters in cold solid 
background are used in this phantom. Standard deviation of these recovery coefficients is also shown in 
figure 6 for each rod. The spillover ratios obtained for the water- and air-filled inserts of the IQ phantom 
as well as the standard deviation calculated in the same manner as that of the recovery coefficients 
(equation 2) are reported in table 3. Since corrections for scatter are not applied these values are 
indicative of the effect of scattered radiation on the reconstructed images. 
 

  

 
Figure 6.  Recovery coefficients and standard deviation measured using the three reconstruction algorithms available with the 
VrPET scanner. 
 



 

 

 
Table 2. Uniformity analysis (arbitrary units) 
 Mean Max Min % Std 

FBP 3.54 5.54 1.45 16.85 
2D OSEM 3.51 5.28 1.52 16.57 
3D OSEM 2.86 4.99 1.33 15.35 

 
 

 
Table 3. Spillover Ratios and standard deviation (%) 

 Water %Std  Air %Std 
FBP 0.093 34.6 0.16 28.4 

2D OSEM 0.085 27.5 0.13 19.17 
3D OSEM 0.085 25.3 0.12 19.05  

3.2. Phantom and animal studies 
Figure 7 shows transaxial views of the Derenzo phantom, corresponding to 20 averaged slices. These data 
were reconstructed using standard SSRB + FBP + ramp filtering (a) and 3D OSEM with 40 subsets and a 
single iteration (b). All hot spots are visible, and even the smallest rods (1.2 mm) are almost resolved in 
the image although the contrast is reduced relative to the larger rods due to partial volume effects. Figure 
8 shows maximum intensity projection (MIP) views of a Wistar rat and a BALB/c mouse respectively. 
These images illustrate the ability of the VrPET/CT system to obtain high resolution images of living 
rodents. Additionally, fused PET/CT slices of these studies are shown in central columns.  The rat fused 
image is focused on the head, where an area without FDG uptake is clearly visible in the left hemisphere 
of the brain, corresponding to the surgically induced ischemia.  
 
3.3. Inter-modality alignment 
After measuring the inter-modality alignment accuracy using the 22Na sources included in the phantom 
we found that the average mean squared error was 0.212 ± 0.075 mm for the 5 tested configurations. 
These results indicate that inter-modality alignment error is less than half the PET resolution and the 
method employed has high repeatability.  
 
 
 

 
(a)               

(b) 

 
(c) 

 
(d) 

Figure 7.  Transversal images of the Derenzo phantom reconstructed using two different reconstruction methods: SSRB+2D FBP 
(a) and 3D OSEM (b). The images were obtained by averaging 20 slices. The dotted lines indicate the position of the integrated 
profiles shown on bottom panels (c) and (d). 
 
 



 

 

 
Figure 8.  PET image MIP render of rat (left), mouse (right) and fused PET/CT slices (central columns).  In the rat fused image 
(axial view) an area without FDG uptake in the left hemisphere of the brain is clearly visible, corresponding to the surgically 
induced ischemia. 
 
4. Discussion and Conclusion 
A rotatory PET/CT scanner has been developed and its performance has been thoroughly evaluated. The 
evaluation is structured according to the recently approved NEMA NU-4 2008 recommendations, which 
are meant to facilitate the comparison between small-animal PET scanners. 
   The spatial resolution obtained is comparable with that reported for other commercially available small-
animal dedicated tomographs (Knoess et al., 2003; Del Guerra et al., 2006; Wang et al., 2006; Huisman 
et al., 2007; Yamada et al., 2008; Bergeron et al., 2007; Bao et al., 2009). The absolute sensitivity was 
2.22 % for an energy window of 100-700 keV, which is a reasonable value for a partial-ring system. The 
count rate performance measurements indicate that the scanner is well suited for imaging mice and rats 
using low activity concentrations. However, figure 5 shows an onset of significant dead time effects, 
which affect the maximum NEC rate obtainable. The relative system sensitivity to scattered radiation 
(11.45 % for mouse-sized objects and 23.26 % for rat-sized objects) is within reasonable limits but a 
direct comparison with other scanners is hampered by the difference in the method of deriving SF values. 
To the authors best knowledge, there is only one performance evaluation carried out using this protocol 
(Bao et al., 2009). 
   In order to convert measured image pixel values to activity concentrations with the best achievable 
accuracy, additional corrections for scatter and attenuation are needed, especially when imaging cold 
lesions due to the increased presence of scattered radiation shown by the spillover ratios. Some of these 
corrections could be derived from the CT images generated by the CT module of the scanner. With regard 
to the workflow design, although the suitability of similar configurations has been demonstrated for 
simultaneous metabolic and anatomic imaging of small animals (Goertzen et al., 2002 ), the VrPET/CT is 
intended to acquire these modalities sequentially. This design specification was derived from the fact that 
the most commonly used CT data acquisition protocol, intended to provide anatomical templates for the 



 

 

PET images, is time inexpensive (up to 1.5 minutes per bed position) when compared with the PET scan 
times. 
   The inter-modality alignment accuracy is less than half the PET resolution and the method employed 
has demonstrated high repeatability. Additionally and due to the coplanar layout of this system, alignment 
errors in the axial dimension due to CT magnification are minimized due to the mechanical alignment of 
both fields of view.  
   This work demonstrates the feasibility of a coplanar PET/CT system for in-vivo imaging of small 
laboratory animals. The physical configuration of this system provides intrinsically co-registered datasets, 
thus it is not necessary to reposition the animal to perform multimodality imaging. Although there is still 
some room for improvement, such as the above mentioned dead time, the performance values obtained 
using this configuration makes this scanner suitable for PET applications, while the cost derived from 
detectors and electronics is significantly reduced in this design as compared with a full-ring configuration 
PET tomograph. 
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