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Abstract
In order to integrate radiobiological modelling with clinical treatment planning 
for proton radiotherapy, we extended our in-house treatment planning system 
FoCa with a 3D analytical algorithm to calculate linear energy transfer (LET) 
in voxelized patient geometries. Both active scanning and passive scattering 
delivery modalities are supported. The analytical calculation is much faster 
than the Monte-Carlo (MC) method and it can be implemented in the inverse 
treatment planning optimization suite, allowing us to create LET-based 
objectives in inverse planning.

The LET was calculated by combining a 1D analytical approach including 
a novel correction for secondary protons with pencil-beam type LET-
kernels. Then, these LET kernels were inserted into the proton-convolution-
superposition algorithm in FoCa. The analytical LET distributions were 
benchmarked against MC simulations carried out in Geant4. A cohort of simple 
phantom and patient plans representing a wide variety of sites (prostate, lung, 
brain, head and neck) was selected.

The calculation algorithm was able to reproduce the MC LET to within 
6% (1 standard deviation) for low-LET areas (under 1.7 keV μm−1) and 
within 22% for the high-LET areas above that threshold. The dose and LET 
distributions can be further extended, using radiobiological models, to include 
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radiobiological effectiveness (RBE) calculations in the treatment planning 
system. This implementation also allows for radiobiological optimization 
of treatments by including RBE-weighted dose constraints in the inverse 
treatment planning process.

Keywords: protontherapy, linear energy transfer, LET, particle therapy, RBE, 
radiobiology, proton therapy

(Some figures may appear in colour only in the online journal)

1. Introduction

While the radiobiological effects on tissues of proton radiotherapy fields depend primarily on 
their absorbed dose distribution, a finer analysis leads to the introduction of the concept of 
radiobiological effectiveness (RBE), defined as the ratio of the absorbed dose of the reference 
radiation (60Co gamma rays) and the dose given by a specific radiation type which produces 
the same biological effect. The RBE depends on multiple factors (Paganetti 2014), includ-
ing dose, LET, choice of endpoint and cell line. LET, which is defined as the average energy 
deposited locally per unit path length by electronic collisions, is the major descriptor of the 
biological damage to cells at the microscopic level (Kraft and Kramer 2013). While variations 
of LET within proton fields have been correlated with observable biological effects (Paganetti 
2012, Carabe et al 2013), the lack of reliable data, combined with substantial uncertainties and 
computational difficulties, have led the medical community to adopt a fixed, LET-independent 
value for the proton RBE of 1.1 (Paganetti 2014). However, this does not mean that radio-
biological optimization with protons is not possible: LET itself can be used as a predictor 
for radiobiological outcome at the microscopic level, which would justify the use of purely 
LET-based objectives in treatment plan optimization. Additionally, phenomenological models 
exist that derive RBE from dose, LET and other parameters (Carabe-Fernandez et al 2007, 
Wedenberg et al 2013, McNamara et al 2015). These two approaches would directly benefit 
from a direct and fast method for calculating LET in clinical proton fields.

The most widespread method of calculating linear energy transfer in protontherapy fields 
is via Monte Carlo simulation (Grassberger and Paganetti 2011, Romano et al 2014, Cortés-
Giraldo and Carabe 2015, Granville and Sawakuchi 2015) using generic particle transport 
codes. While capable of producing very accurate results, the long execution times of these 
Monte Carlo codes makes it difficult to incorporate them into daily clinical practice, or to 
use them to create LET-based objectives for inverse planning optimization. Also, and despite 
some successful attempts at measuring LET or LET-related quantities using silicon micro-
dosimeters (Rosenfeld et al 2000, Wroe et al 2009, Rollet et al 2011, Guardiola et al 2015)  
and tissue-equivalent proportional counters (Kase et al 2012, Pérez-Andujar et al 2012),  
in vivo LET dosimetry is still far from daily clinical practice. Therefore, an accurate modelling 
of proton linear energy transfer is vital for implementing LET-painting strategies in a clinical 
setup (Giantsoudi et al 2013, Fager et al 2015). Such a model, based on a 1D formulation for 
primary protons only, was developed by Wilkens and Oelfke (2003), and later, its application 
to broad beams in 3D geometries was briefly discussed (Wilkens and Oelfke 2004). However, 
even though these models have been around for over ten years, no detailed uncertainty analy-
sis has been published (that we are aware of).

The purpose of the article is two-fold. First, it presents an empirical correction for LET 
caused by secondary protons, which has a non-negligible effect in the entrance channel and 
represents an improvement over existing models. And second, it assesses the validity of 
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existing and refined analytical LET models, providing the ‘error bars’ for them from the most 
honest possible perspective. We revisit the Wilkens and Oelfke formulation, add a correction 
to account for the effect of secondary protons, combine it with a convolution-superposition 
dose calculation algorithm for pencil beams (Schaffner 2008, Ulmer and Schaffner 2011) 
and incorporate it into our in-house proton treatment planning system (TPS) FoCa (Sanchez-
Parcerisa et al 2014a). The resulting LET distributions are compared against Monte Carlo 
simulations carried out with Geant4. The goal of this work is not to deliver a final, fully-
functional proton LET model that can replace Monte Carlo simulations in all cases, but to 
quanti fy the uncertainties of the currently available models, identifying their error sources, 
and to explore the usability of analytical LET calculation in proton treatment planning in 
the context of a full TPS. Additionally, as a usage example of the LET model, RBE and 
RBE-weighted dose calculations for several patients are presented, using the newly published,  
phenomenological RBE model by McNamara et al (2015).

2. Materials and methods

2.1. Incorporating LET scoring into FoCa

The ICRU, in their Technical Report 60 (ICRU 1998), defines LET in a restricted form L∆, 
where delta electrons with an energy above the threshold ∆ are not included. Most calcul-
ations in the literature (Wilkens and Oelfke 2003, Grassberger et al 2011, Romano et al 2014) 
use the unrestricted definition of LET, where LET corresponds to collision stopping power, 
assuming charged particle equilibrium (Grassberger and Paganetti 2011). While this definition 
of LET can be applied to a single particle, in which case its value is directly obtained from 
the stopping power tables, LET is often used to characterize complex radiation fields. There 
are two ways of averaging LET over all particles in a given radiation field: the track-averaged 
LET (LETt) and the dose-averaged LET (LETd), the latter being the more common of the two. 
However, with higher LET radiation such as carbon ion beams, the reduced number of particle  
tracks might make LETt a more representative predictor of radiobiological effects (Romano  
et al 2014), but this does not seem to be the case for proton therapy. Thus, all references to 
LET existing in this article refer to dose-weighted LET.

A generic formulation of dose-averaged LET at a 3D point z can be expressed as

( )
( ) ( )

( ) ( )

∫
∫

∑

∑

ϕ

ϕ

=

∞

∞z

S E z E

S E z E

LET

d

d

,i
i E

i

i
i E

i

d
0

2

0

 (1)

where the numerator and the denominator represent the sum, for all particle species i, of the 
product of its electronic stopping power Si multiplied by the local fluence spectra of species i 
with energy E, integrated to over all energies. Because our initial model contains only primary 
protons, we can drop the summation terms and apply the classical Wilkens and Oelfke (2003) 
formulation, where numerator and denominator of expression (1) are restricted to primary 
protons and named 〈S2〉 and 〈S〉 respectively, expressing the local LET at point z as 〈S2〉z/〈S〉z.  
The key of this analytical formulation is to approximate the proton local energy spectra by 
a Gaussian distribution around the mean residual range at each position, which is in turn 
determined by the classical Bortfeld formula (Bortfeld 1997) of r  =  AEp, with r the range 
and E the nominal proton energy. In our implementation, the parameters A and p, as well as 
the local energy spread of the beam (sigma) are determined from the FoCa physics models 
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(Sanchez-Parcerisa et al 2014a); in particular, new data was generated with our Monte Carlo 
code (detailed in section 2.2) and used to commission a new machine in FoCa to achieve 
agreement between the two methods. To avoid the singularity as E  →  0, Wilkens and Oelfke 
(2003) proposed a regularization of the stopping power included in the LET formulation, 
expressing it in terms of the residual range rather than the remaining energy, so that S(E) in 
equation (1) is substituted by ( )S rR , expressed as

( ) ( )∫=
+

′ ′S r
R

S r r
1

d ,R
r

r R

 (2)

where the dE element is transformed into a dr element using the Bortfeld formula. We used this 
approach to calculate our LET kernels, with a regularization parameter of R  =  35 μm for best 
agreement with Monte Carlo data, chosen using a similar approach as described by Wilkens 
and Oelfke (2003) but, unlike in the original formulation, we performed the integration of the 
local energy spectra via numerical integration (using Matlab native function integral ). Due 
to the sensitivity of this type of calculation to the choice of stopping power tables (Paul and 
Sánchez-Parcerisa 2013), we implemented tables generated by Geant4 in FoCa, to minimize 
the sources of discrepancy between FoCa and Monte Carlo at time of validation.

The power of the 〈S2〉/〈S〉 formulation is that, while LETd is not an additive quantity, its 
components 〈S2〉 and 〈S〉 are indeed additive quantities, which facilitates the calculation of 
the total LET distributions from different beams. A similar result could be obtained by simply 
adding up the final LET contributions from each beam weighted by their final dose; how-
ever, in the dose calculation are included other components (secondaries, recoils) for which 
the LET model would no longer hold, so that formulation would be somehow inconsistent. 
Therefore, we implemented 〈S2〉 and 〈S〉 kernels in the FoCa dose calculation architecture 
(Sanchez-Parcerisa et al 2014a), mimicking the dose calculation with a convolution-super-
position algorithm, for each of the individual components of the LET expression, and we 
completed the process by adding a final step in which the 〈S2〉 and 〈S〉 distributions from all 
fields were combined to create a single LET distribution for all points with a non-negligible 
dose. All LET calculation classes were incorporated into the FoCa architecture via inheritance 
from similar dose calculation classes.

2.2. Empirical correction for LET of secondary protons

Secondary protons, originated in nuclear interactions along the path of the primary beam, 
tend to have a lower energy than the protons that produce them and are ejected in all direc-
tions. Therefore, they increase the dose-weighted LET across the complete field, by a factor 
than can be up to 50% in the central axis and up to 200% in the penumbra (Grassberger and 
Paganetti 2011). In order to include the effect of these secondary protons in our model, we 
derived an empirical correction from Monte Carlo calculations (see details in section 2.3). We 
studied the absolute difference in LET between simulations accounting for all protons, and 
simulations accounting only for primary protons. In order to keep the correction to one dimen-
sion, we focused our study on the laterally-integrated LET curves. We fitted the ∆LET curves 
(Total LET–LET from primary protons only) for five different proton energies (ranges of 10 
to 22 cm) to a 4th-order polynomial as a function of the relative residual range, and we then 
fitted the resulting coefficients to 3rd-order polynomials as a function of the beam nominal 
energy. Contrarily to other authors (Marsolat et al 2015), we did not incorporate any spot-size 
effects into the model, as its observed effect on the integrated LET curves was significantly 
lower than the dependence with the beam energy.

The ∆LET correction is then given by
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where x  =  Rres/R0 is the relative residual range, being R0 the nominal range, and the coeffi-

cients pi are calculated from the nominal range using the formula = ∑ =p p Ri j ij
i

0
3

0 , where R0 
is expressed in cm. The pij coefficients implemented in our model are given in table 1.

We incorporated the ∆LET correction into the 〈S2〉 kernel, using an effective kernel  
〈S2〉eff throughout all the LET calculations. The total LET is thus calculated as 
LETtotal  =  LETprimary  +  ∆LET=〈S2〉/〈S〉  +  ∆LET  =  [〈S2〉  +  ∆LET·〈S〉]/〈S〉, from which 
we define 〈S2〉eff=〈S2〉  +  ∆LET·〈S〉.

2.3. Verification in Geant4

We incorporated the scoring method C as defined by Cortes-Giraldo and Carabe (2015) into 
an in-house Geant4 (Agostinelli et al 2003) model of the IBA proton therapy nozzles (Dolney 
et al 2013, Sanchez-Parcerisa et al 2014b), using version v9.4 (Patch-01) of Geant4 transport 
code with the physics list from Jarlskog and Paganetti (2008). In this scoring method, the 
dose-average LET at a voxel placed at point z, assuming that the voxel is crossed by N protons, 
with each proton taking Sn steps within the voxel, is calculated as
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where εsn is the electronic energy loss by the proton n at step s, ωn is the statistical weight of 
the proton n and Lsn is the expected electronic stopping power computed from Geant4 lookup 
tables according to the average kinetic energy of the step, which was calculated as the mean 
value between the kinetic energy values at the initial and final step points. The average kinetic 
energy was used to avoid bias on the computed LET value at voxels near the Bragg Peak, where 
the LET gradient is high compared to other regions. Also, steps which terminated due to an 
inelastic hadronic interaction were not considered because in this particular case the original 
proton track is terminated and thus the kinetic energy value at the final step point is considered 
as zero. This scoring method, using the expected electronic stopping power instead of the real 
LET calculated directly from the step done by the simulated proton, provides a dose-averaged 
LET estimator which has been confirmed to be stable to voxel size changes (Granville and 
Sawakuchi 2015) and values for the production threshold of secondary particles, which has been 
shown to have a non-negligible impact in similar scoring problems (Sánchez-Parcerisa et al  

Table 1. pij coefficients for the ∆LET correction.

pij j  =  0 j  =  1 j  =  2 j  =  3

i  =  0 0.3755 −0.0809 0.005 554 −0.000 1149
i  =  1 −3.925 1.036 −0.061 77 0.001 221

i  =  2 15.58 −3.668 0.2162 −0.004 250
i  =  3 −22.47 5.024 −0.2927 0.005 736

i  =  4 10.56 −2.315 0.1332 −0.002 601
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2012). Furthermore, this method has been observed to produce the most consistent results 
with respect to microdosimetry estimations (Cortés-Giraldo and Carabe 2015).

2.4. Derivation of phenomenological RBE distributions

In order to assess the effects of the dose and LET distributions in a combined fashion, we 
calculated the RBE and RBE-weighted dose distributions using the phenomenological model 
by McNamara et al (2015), given by

     α
β

α
β α β
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where L and D are the LET and dose per fraction distributions. We chose to use the recently 
published model by McNamara et al (2015) over the Carabe-Fernandez et al (2007) and 
Wedenberg (2013) models, since their derivation uses a quite comprehensive set of proton 
RBE experimental data. For our calculation, we used a prescribed biological dose per frac-
tion of 1.8 Gy(RBE) for all cases, corresponding to a physical dose of 1.8/1.1  =  1.64 Gy. The 
α/β ratios were chosen at 3 Gy for normal tissues and 10 Gy for tumoral tissues (Kehwar and 
Sharma 2003), except for the prostate tumor, with an alpha/beta ratio of 1.5 Gy (Dasu and 
Toma-Dasu 2012).

Figure 1. Top: depth dose and LET distributions, calculated with Monte Carlo and 
FoCa, for monoenergetic proton beams with ranges of 10 cm, 13 cm, 16 cm, 19 cm and 
22 cm. Bottom: detail of upper figure for LET range under 2 keV μm−1, showing the 
LET calculated with and without secondary protons (in Monte Carlo) and with and 
without secondary proton correction (in FoCa), for the five monoenergetic beams.

D Sanchez-Parcerisa et alPhys. Med. Biol. 61 (2016) 1705
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3. Results

3.1. Pencil beams

The irradiation of five mono-energetic, single-spot proton beams (with nominal ranges of 10, 
13, 16, 19 and 22 cm and their corresponding clinical spot sizes, ranging between 0.7–1.1 cm 
FWHM in air at isocenter) in a water phantom was simulated with FoCa for dose and LET, 
using its Robust calculation algorithm and a calculation grid spacing of 2.5 mm in the transver-
sal plane and 1 mm in the beam direction. The longitudinal (figure 1) and transversal (figure 2)  
LET profiles were compared against Monte Carlo data, showing a good agreement (except 
for some random noise in the very low dose areas of the Monte Carlo curves), with more 
than 98% of the FoCa LET values within 5% of the MC data. The bottom part of figure 1 
shows how the secondary correction in FoCa accounts for the increased LET originating from 
secondary particles, which amounts to as much as 50% of the proton LET throughout the 
entrance channel.

3.2. Broad fields in a water phantom

In the water phantom, we created two different pencil beam scanning (PBS) plans with a 
spherical target (r  =  3 cm), centered at a depth of 10 cm. The first plan (named SPHERE 1F)  
used a single field, while the second plan (SPHERE 2F) used two opposing fields on a 
20  ×  20  ×  20 cm cubic phantom. LET and dose profiles with FoCa and Monte Carlo were 
extracted for both plans and are shown in figure 3. The comparison of the longitudinal profiles 
(figure 3, top row) both follow the same trend: at phantom entrance, the LET is reproduced 

Figure 2. Transversal dose and LET profiles, calculated with Monte Carlo and FoCa, 
for a monoenergetic proton beam with R  =  16 cm (at three different depths: z  =  1 cm, 
z  =  15 cm and z  =  16 cm). Note the different Y scales in the three plots.

D Sanchez-Parcerisa et alPhys. Med. Biol. 61 (2016) 1705
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almost perfectly by the FoCa models, while towards the end of the range, increasing at the dis-
tal area of the spread-out Bragg peaks (SOBPs), there is a slight overestimation of the LET of 
about 0.5 keV μm−1. This is caused by the physical approximation of the local energy spectra 
as a Gaussian function, which holds for the phantom entrance area but not when the particles 
approach the end of their range. When only a single energy is used (i.e. in pencil beams), this 
approximation affects equally the 〈S2〉 and 〈S〉 distributions, minimizing its final influence 
in the LET profiles; however, when both 〈S2〉 and 〈S〉 distributions are made up of different 
beamlets, the effect of the local energy spectrum approximation is no longer negligible.

The transversal profiles (figure 3, bottom rows) also show an interesting effect: the appar-
ent LET increases in the penumbral areas, creating ‘horns’ in the transversal LET profiles. 
This effect is consistent with what was observed by Wilkens and Oelfke (2004) in their calcul-
ations for primary protons, and by Grassberger and Paganetti (2011) for secondary protons. 
It is caused by two processes: the natural divergence of the beam (which is included in the 

Figure 3. Longitudinal and transversal dose and LET profiles, calculated with Monte 
Carlo and FoCa, for scanned beams in a homogeneous water phantom using a single 
field (left) and two opposing fields (right) on a spherical target. The marked lines on the 
dose distributions (top) indicate the position of the profiles.

D Sanchez-Parcerisa et alPhys. Med. Biol. 61 (2016) 1705
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FoCa calculation model, as can be seen in the small curvature of the transversal LET pro-
files), and the lower energy of the deflected protons (via either multiple Coulomb scattering 
or nuclear interactions) found in the penumbral zone, which have a higher LET. These effects 
are expected, since both the primary proton LET model and the secondary correction are 1D 
and thus cannot account for penumbral variations in LET.

3.3. Clinical fields

In order to assess the impact of the model uncertainties in a clinical setup, we studied four 
PBS plans on patient geometries: a spherical lung tumor on a tissue-equivalent phantom (with 
high and low density tissue inserts), a H and N case with a highly inhomogeneous geometry,  

Figure 4. Longitudinal and transversal dose and LET profiles at isocentre, calculated 
with Monte Carlo and FoCa, for a two-field plan on a thoracic phantom (left) and a two-
field clinical head and neck tumor (right). The marked lines on the dose distributions 
(top) indicate the position of the profiles. Drop in FoCa dose around X  =  5 cm (top-right 
image) is caused by artificially zeroing dose in voxels outside the body contour, for 
computational reasons.

D Sanchez-Parcerisa et alPhys. Med. Biol. 61 (2016) 1705
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a prostate case, and a pediatric brain tumor. Longitudinal and transversal profiles of two exam-
ple cases are shown in figure 4, corresponding to the best agreement observed (for the thoracic  
phantom) and the biggest discrepancy (for the H and N case). For the thoracic phantom  
(figure 4, left column), the profiles are very similar to the two-field plan on the water phantom: 
very good agreement on the longitudinal profile and a reasonable concordance on most of the 
transversal profile, with a greater penumbral increase in LET due to the low density of the 
lung inserts. For the head and neck case (figure 4, right column), however, the agreement is 
not so good, with differences up to 1–2 keV μm−1 in the central area of the target. In the lateral 
profile, FoCa cannot reproduce the LET variations caused by tissue inhomogeneities that we 
do observe in the Monte Carlo curve.

3.4. Statistical analysis, confidence interval and effect of the secondary proton correction

In order to integrate the information of all phantoms and clinical cases analyzed, we performed 
statistical analysis on all dose and LET distributions, considering only voxels with at least 1% 
of the prescription dose. The results are summarized in table 2. While the dose distributions 
showed excellent agreement between FoCa and Monte Carlo, the LET distributions showed 
a higher deviation (standard deviation of 0.4 keV μm−1), but it was mostly of random nature, 
since the mean difference was only of 0.02 keV μm−1. This was caused by a combination of 
the failure of the local energy spectrum Gaussian approximation and the lateral penumbra and 
by the effect of inhomogeneities in the patient geometries.

In order to derive a confidence interval for the FoCa calculations of LET, we divided the 
fields into two segments: the low-LET, corresponding to the entrance channel and having a 
reasonably good agreement, and the high-LET, which corresponds to terminal protons where 
the fluctuations of LET are higher. In figure 5, we show histograms of the relative LET differ-
ence (FoCa-LET) for all six cases analyzed, for the low and high LET intervals. We explored 
different thresholds for low versus high LET, and derived, for each of them and for all of 
the studied cases, confidence intervals spanning exactly 68.27% of the voxels (1 standard 
deviation) with dose above the 1%-threshold. As a result of this process we found an optimal 
threshold value at 1.7 keV μm−1 and obtained the following 1-sigma confidence interval for 
the FoCa LET values:

Table 2. Mean dose and LET differences [MC – FoCa] for the two spherical-target 
plans on a water phantom (single field and two opposing fields), and for the four 
clinical plans under study, calculated over all voxels with a dose higher than 1% of the 
prescription.

Dose difference  
(% of prescription)

LET Difference  
(keV μm−1)

Mean StDev Mean StDev

SPHERE 1F −0.4 1.5 −0.017 0.359
SPHERE 2F −0.4 1.1 0.010 0.336
LUNG PH −0.2 3.4 −0.058 0.400
PROSTATE 0.6 4.0 0.014 0.281
PEDIATRIC −0.4 4.4 −0.062 0.483
H and N 0.1 3.7 −0.033 0.592

Averages −0.1 3.0 −0.024 0.409

D Sanchez-Parcerisa et alPhys. Med. Biol. 61 (2016) 1705
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Examples of the application on this confidence interval are depicted in figure 6. It is worth 
mentioning that, as expected, the discrepancies in LET calculation are higher in the low-
dose areas, as evidenced by the dependence of size 1-sigma confidence interval with the dose 
threshold: ∂LET decreases to 5% for low-LET and 18% for high-LET areas when choosing a 
dose threshold of 5%, and further down to 5% / 16% when the dose threshold is 10%.

Dot-dashed lines on figure 6 also depict LET calculations both with FoCa and with Monte 
Carlo using only primary protons. These curves reflect how the secondary protons correction 
plays a role in the entrance channel area (as seen in the longitudinal profiles at the top, with 
differences up to 0.5 keV μm−1) but has a very limited impact on the peak area, as shown in 
the transversal profiles through isocentre, where both curves remain within 0.1 keV μm−1 of 
one another.

3.5. Derivation of radiobiological data from the LET of primary particles

The confidence interval derived in the previous section was propagated to the dose-weighted 
RBE calculations, resulting in an average dose uncertainty of 3% in the target area (dose  
above 90% of prescription) and 2% elsewhere, with a maximum observed value of 5%.  
In other words, the obtained accuracy in the LET calculations allows us to derive RBE-weighted 
dose distributions based on phenomenological RBE models where the limiting factor is no 

Figure 5. Histograms of relative difference in LET [MC – FoCa] for the two spherical-
target plans on a water phantom (single field and two opposing fields), and for the four 
clinical plans under study, calculated over all voxels with a dose higher than 1% of the 
prescription, for low LET (above) and high LET (below) areas.

D Sanchez-Parcerisa et alPhys. Med. Biol. 61 (2016) 1705
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longer the uncertainty of the LET distributions, but rather, the RBE models themselves and 
the uncertainty of the α/β ratios.

The results of some representative RBE-weighted dose curves are shown in figure 7. There 
is a great similarity between the Monte Carlo values and the FoCa-predicted values in all 
cases, minimizing the influence of the discrepancies in the LET distributions. It is worth not-
ing that the obtained values are, in some cases, significantly different from the standard value 
of 1.1 (Paganetti et al 2002, Paganetti 2014), which calls for a reflection on the convenience 
of using patient-specific, 3D distributions of RBE. This is even more evident in the RBE-
weighed dose volume histograms (DVHs) depicted in figure 8; there is great overlap between 
the FoCa and MC curves, with the MC curves falling almost completely within the confidence  
interval (except for penumbral areas with very low dose, where the FoCa physical dose  
distributions deviates slightly from the Monte Carlo), and the RBE  =  1.1 curves appear out 
of the confidence interval for significant parts of the target volumes. The very high LET areas 
visible, for example, in the top-left or bottom-left plots in figure 7 correspond to areas within 
the 90% isodose curve which lay outside the target: their α/β ratios are set at 3 Gy (compared 
to 10 Gy inside the target), which makes the RBE increase as given by equation (6). Since 
these areas are located just outside the target, they do not appear in the target curves from the 
biological DVHs in figure 8.

Figure 6. Different profiles through field isocentre showing dose, LET, and LET from 
primary protons only, calculated with FoCa and Monte Carlo, including the 1-sigma 
confidence interval derived in section  3.4 (top-left: longitudinal profile for single 
spherical-target field on water phantom; top-right: longitudinal profile on tissue-
equivalent thoracic phantom; bottom-left: transversal profile on tissue-equivalent 
thoracic phantom; bottom-right: transversal profile on head and neck patient).
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Figure 7. RBE-weighted dose calculated using McNamara model and dose and LET 
data from FoCa and Monte Carlo, for the four profiles depicted in figure 6, compared 
with the standard RBE-weighted dose calculated with a fixed RBE  =  1.1. The 1-sigma 
confidence in RBE-weighted doses has been propagated to the equivalent interval in 
LET shown in figure 6 (ignoring the uncertainties in the dose and the α/β ratios), for 
illustrative purposes.

Figure 8. RBE-weighted dose volume histograms for the two-field uniform plan in 
the water phantom (left), and for the pediatric case (right), showing the propagated 
confidence interval from the LET calculation with FoCa. Horizontal axis shows RBE-
weighted dose normalized to prescription.
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The effect of the new secondary proton LET model can also be assessed in terms of 
increased capability for calculating RBE and RBE-weighted doses based on the phenom-
enological models. The dose and LET calculations depicted in figure 9 show a case where 
variable RBE can lead to range uncertainties, a brain tumor treated with a lateral anterior 
oblique proton field, very similar to the one studied by Carabe et al (2012). The average LET 
in the left optic nerve region (contoured in the figure) was calculated with FoCa to be 0.96 
keV μm−1, using the new secondary model, while the same calculation with FoCa using only 
primary protons yielded a mean LET of 0.76 keV μm−1. This discrepancy caused the obtained 
RBE-weighted dose (calculated with equation (5) and using an α/β value of 1.6 Gy for the 
optic nerve tissue) to be 4% lower (on average) when using the primary-only LET than when 
using the full calculation.

4. Discussion and conclusions

Coupling the 1D LET model and secondary correction with the convolution-superposition 
calcul ation algorithm in FoCa, we were able to produce fast LETd distributions in patient 
geometries. The full (dose  +  LET) calculation times were of the order of 3–5 min per field 
with the Robust algorithm (Sánchez-Parcerisa et al 2014b), with a non-precalculable, field-
position specific time of under 1 second per field for the Fast algorithm, on a desktop iMac 
computer with a 3.1 GHz Intel Core i5 processor. While these times are still subject to further 
optim ization, they are significantly faster than the average 1 day/field that we needed to per-
form the Monte Carlo calculations on our high performance cluster, using about 20 CPU cores 
per field and 100 000 primaries per spot.

While the object of this study was not to assess the validity of the dose calculations, 
which have been benchmarked already against commissioning data (Sanchez-Parcerisa et al 
2014a), there is indeed a good agreement between the FoCa and the Monte Carlo doses. 
They are depicted in the plots as well as they can sometimes explain the deviations in LET; 
for instance, in figure 1, the small deviation in the LET curve present in the R  =  10 cm beam 

Figure 9. Physical dose relative to prescription (left) and LET distribution (right) for a 
lateral anterior oblique proton PBS field in a brain patient, calculated with FoCa. Line 
shows the contoured left optic nerve.
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can be explained by an imperfect modeling of the Bragg peak straggling at low energies, as 
evidenced by the matching deviation in the corresponding longitudinal dose profile.

The accuracy of the calculations was remarkable for single proton beamlets, and reason-
ably good elsewhere. The secondary-particle correction, albeit simple, seems enough to pre-
dict the effect of secondary particles in the integrated distributions. Two main issues remain to 
be improved in further versions of the models: a refinement of the longitudinal energy spectra 
model, and the extension of the underlying models to include 3D effects, both for the pri-
mary particle model and for the secondary particle correction. Other effects studied in similar 
works, such as the effect of beam spot sizes in the secondary correction (Marsolat et al 2015), 
or the contribution of secondary fragments heavier than protons (Grassberger and Paganetti 
2011, Romano et al 2014) are other issues worth investigating on further releases; however, 
the expected effect of these phenomena on the final LET values is much lower.

In the derivation of the 1-sigma confidence interval we neglected the possible uncertainty of 
the Monte Carlo calculation, which is discussed elsewhere (Grassberger and Paganetti 2011, 
Cortés-Giraldo and Carabe 2015, Granville and Sawakuchi 2015). We consider the uncertain-
ties discussed in those references to be lower in magnitude than the discrepancies observed 
between our model and the Monte Carlo calculated LETs, and thus perfectly included in the 
derived confidence interval. Also, we derived these intervals using a conservative low dose 
threshold of 1%. It may be worth investigating raising this threshold, in terms of the clini-
cal relevance of a possibly increased radiobiological effectiveness of such low-dose areas, in 
order to obtain a more accurate confidence interval for the LET. Additionally, another pos-
sibility is to derive different confidence intervals for different dose levels.

The application of the FoCa dose/LET calculation models with a phenomenological RBE 
calculation model brings up the possibility of calculating radiobiological doses on the fly 
during treatment planning, and possibly performing radiobiological optimization. After our 
implementation of fast LET calculation, the limiting factor for these RBE estimations is no 
longer the LET calculation, but the uncertainty of the α/β ratios and of the RBE models them-
selves. A thorough and straightforward uncertainty analysis, including all the components of 
each of the models, is vital to be able to switch from using a constant value of proton RBE to 
a full calculation of biological doses.
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