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1. Introduction

PET (Positron Emission Tomography) is a medical imaging technique based on the beta-
decay mechanism by positron emission ( β+ decay) of some radioactive elements. Thus,
in order to use this technique to study a body it is necessary to introduce a positron
emitting radionuclide into it.

This radionuclide is the so-called ’tracer’ and is introduced on a biologically active
molecule to be able to interact with the surroundings in the body.

Two phenomena are essentially important in PET: positron emission and electron-
positron annihilation. The theory behind both processes is explained in the following
sections, but in short, when an emitted positron (by the tracer) collides with a sur-
rounding electron in the body, the result is the annihilation of both the electron and
positron and the creation of two parallel gamma ray photons emitted in opposite direc-
tions. These pair of gamma photons are detected in coincidence by the scanner-system
and then processed by the electronics and computer analysis to construct images which
reproduce the tracer concentration in the body.

Figure 1: Scheme of the data acquisition process in PET. [11]

Since the tracer concentration is what is being reproduced, PET images are very use-
ful not only to create simple images of a part of the body but also to show the behaviour
of the organism by following the tracer path and how certain organs perform their func-
tion. This is the main difference between PET and other traditional anatomic imaging
techniques such as CT (Computed Tomography).

A typical PET scanner comprises several detector rings which consist of detector
blocks like the one shown in Figure 2. The studied subject is placed inside the ring and
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the detectors will detect in coincidence the pair of gamma rays emitted by the tracer,
so that they define a line of response (LOR) along which the positron annihilation took
place. Then, the electronics creates a signal which will be sent to the computer.

This last part, the computer analysis of the pulses generated by the electronics is the
one in which this work is focused on.

Figure 2: Schematic view of a detector block and a ring scanner. [11]

In particular, our aim is to study which are the conditions that give the best quality
for the final image. For that purpose, raw data collected by a single detector will be
analyzed and processed with computer programs in order to study which are the best
values for certain parameters that give a good quality image. These parameters are
discussed in the sections below.

The language in which the programs are created is FORTRAN. One of the main
programs is created by Jose Manuel Ud́ıas and the rest are created by the author of this
work, but always with the help of Jacobo Cal.

2. Physical background for PET

2.1. Beta-decay and e− e+ annihilation

Beta-decay is a process in which a non-stable (radioactive) proton or neutron rich nuclei
undergoes a proton or neutron decay in order to reach high stability. Hence, there are
two different beta particles depending on which decay occurs. If the nucleus undergoes
a neutron decay, (β− decay), one neutron is transformed into a proton and the emitted
beta particle is an electron (and the consequent anti-neutrino) according to the process
n→ p+ e− + νe .

On the contrary, when a proton decay occurs, (β+ decay) , one of the protons is
transformed into a neutron and the emitted particle is a positron (and a neutrino),
p→ n+ e+ + νe.
This last one, (β+ decay) , is the one in which PET is based on and it cannot happen
in free, isolated nuclei due to energy constrains. However, for protons inside a nucleus
this decay is sometimes energetically possible and it is written as:

XZ
N → XZ−1

N+1 + e+ + νe (1)
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To be more precise, this occurs in nuclei where the decay energy Q is positive, being
Q given as:

Q = [m(AX)−m(AX
′
)− 2 ·me]c

2 (2)

The available energy in this process is shared between the positron and the neutrino,
as a consequence the energy spectrum for the emitted positron is continuous. Typical
energy spectrum is shown in Figure 3.

Figure 3: Typical energy spectrum for β+ decay. [4]

Thanks to this kinetic energy the positron is able to travel a distance since it is emitted
until it loses all the energy. When they travel, they interact with the surrounding matter
losing its energy. After losing enough energy, the positron will annihilate with a nearby
electron:

e+ + e− → γ + γ (3)

In this positron-electron annihilation process 4, energy and momentum are conserved
and two gamma rays are emitted in opposite directions defining a LOR (line of response),
each having an energy equal to the rest of mass of the electron (or positron) 511 keV.

Figure 4: Positron-electron annihilation process.[12]
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2.2. Positron range

The distance from the emission point to the annihilation point is called ’positron range’
and depends on both the energy of the emitted positrons and the surrounding material.
Positron range is one of the main limiting factors to the spatial resolution in PET.

Other interesting concept, relevant for projection data, is the ’positron blurring’, which
is the distance from the decaying atom to the LOR in the normal direction.

Figure 5: Positron blurring effect. [6]

2.3. Interaction of gamma radiation with matter

This section constitutes a brief explanation of the different ways that gamma rays can
interact with matter, and therefore a help to understand how the two gamma rays
emitted after the annihilation process will interact with the detectors in the scanner.

Gamma rays which fall inside the range 1keV- 1GeV interact with the matter by three
major mechanisms: photoelectric absorption, Rayleigh or Compton scattering and pair
production.

2.3.1. Photoelectric absorption

In photoelectric absorption the gamma ray loses all of its energy in one interaction.
The incident gamma ray with energy Eγ is absorbed entirely by an atom in the matter

and an electron from the shell is then ejected with energy Ee− = Eγ − Ebound, where
Ebound is the binding energy of the emitted electron, which is called ’photo-electron’.

The probability of photoelectric absorption depends on the gamma-ray energy, the
electron binding energy and the atomic number A of the atom. Therefore, the photo-
electric mass attenuation coefficient can be given by τ ∝ Z4

E3 .

2.3.2. Rayleigh and Compton scattering

Both mechanisms are scattering processes, however, elastic scattering is known as Rayleigh
scattering while inelastic scattering is known as Compton.
In an elastic (Rayleigh) scattering a gamma ray with energy Eγ interacts with a shell
electron and is deflected from its incident direction without changing its energy.
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When Compton scattering occurs, the gamma ray with energy is deflected by an angle
θ and it also loses energy which is transferred to the electron Ee− .

Figure 6: Compton scattering. [13]

Thus, the gamma ray left with an energy E
′
γ after the interaction which can be simply

calculated by applying conservation of momentum as Ee− = Eγ − Ebound − E
′
γ.

The energy E
′
γ depends on the scatter angle θ and this dependence is given by:

E
′

γ =
Eγ

1 + Eγ
mec2

(1− cos θ)
(4)

There exists a situation which sets the maximum energy transferred to the electron
and gives rise to the so-called ’Compton edge’ in the energy spectrum of gamma rays.
This happens for θ = π.

2.3.3. Pair production

Pair production process occurs when a photon is transformed into a pair electron-
positron. It is only possible for gamma rays with energy above twice the energy of
electron (positron), that is, 1.022 MeV (2x511 keV). Moreover, the interaction can only
take place in the presence of a nucleus to pick up the recoiling energy and momentum.
At the range of energies used in PET (511 keV), pair production is not energetically
possible so it will not be relevant in our study.

Therefore, the two main ways of interaction in PET are photoelectric absorption and
Compton scattering. In order to have a high resolution the photons must leave all the
energy in only one crystal and in one interaction, that is, photoelectric absorption is the
preferred interaction in PET.

3. Detectors

Once the mechanisms by which the gamma rays are created and the way that the energy
is left in the crystal are explained, the next step is to understand how these gamma rays
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are detected.
In figure 2, a typical scheme for a PET scanner is presented, together with a detec-
tor block. As it is shown in the figure, a scintillation detector consists of a block of
scintillation crystal assembled to a photomultiplier (PMT). When the incident radiation
interacts with the crystal, it produces scintillation light which is amplified and converted
into an electrical signal by the PMT.

3.1. Scintillators

Scintillation materials are materials which are able to absorb gamma radiation and re-
emit it in form of visible light.

Detectors in PET are made of scintillation material because they may be very fast, can
have high stopping power and exhibit low electronic noise when coupled to PMTs. More-
over, as it was explained before, the preferred interaction is the photoelectric absorption
since it produces a single scintillation center.

On the contrary, in Compton scattering the scattered photon can produce several
interactions and therefore several scintillation centers which cause problems when deter-
mining the position.

In order to be a good detector, scintillators must have then high density (for a high
absorption probability) and high atomic number for a large fraction of photons under-
going photoelectric absorption. High light yield is also required, that means that a large
fraction of the emitted scintillation photons should be detected.

Scintillation materials can be organic-based or inorganic. In PET scans, inorganic
ones are usually used since they have a higher light yield, although organic ones are
faster.

Figure 7: Properties of some scintillators used in PET detectors.[1]
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3.2. Photomultipliers tubes PMT

As mentioned before, the scintillating crystal is coupled to a photomultiplier tube (PMT)
housed in a metallic shield. The aim of the PMT is to amplify the incoming signal
coming from the interaction in the crystal. They can multiply the current produced by
the incident light in multiple dynode stages and thus allowing individual photons to be
detected when the incident flux of light is very low.

Figure 8: Photomultiplier tube. [14]

PMTs consist of a glass vacuum tube which houses a photocathode, several dynodes
and an anode. The incident photons strike the material in the photocathode and elec-
trons are produced due to the photoelectric effect. The electrons arrive to the focusing
electrode and are redirected towards the set of dynodes, which is called ’electron multi-
plier’ because it is where the amplification is produced.

Each dynode is just an electrode which experiments a voltage. The voltage increases
from one dynode to another, that is, each dynode have a more positive voltage than the
previous one. Thus, the electrons striking the first dynode produce new photoelectrons
which are accelerated by the electric field created between the dynodes. This process is
repeated in each dynode producing a high number of electrons arriving to the final anode.

Finally, the accumulation of charge in the anode results in a current pulse which in-
dicates the arrival of a photon at the photocathode and is proportional to the energy
left in the scintillation crystal. These pulses are the aim of study of the present work,
as mentioned before they will be processed and analyzed to find the conditions which
gives the best quality and image resolution.

Regarding the efficiency of a PMT the concept of ’gain’ is defined as the total number
of electrons arriving to the anode for each single electron produced in the photocathode.
This concept is very important when talking about PS-PMT (position sensitive photo-
multipliers).
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PS-PMT are used to improve the spatial resolution in PET and they consist of scin-
tillation arrays of crystals coupled to a single PMT with an array of anodes where the
charge is collected and distributed. The distribution of charge among the different an-
odes can be used to calculate the point where the interaction takes place. However, it is
very usual for anodes to have different gains and that must be taken into account when
processing the data. As it will be explained in next sections, this is the reason why our
spectra for a single crystal must be individually calibrated in order to be added up to
find a final spectrum.

4. Influence of acquisition and processing factors on
image quality

There are several factors which can degrade the final image obtained by PET analysis.
Thus, these factors must be studied carefully in order to find the optimum value which
gives the best image quality. Some of them can be already minimized by means of the
scanner system before the data acquisition process. In the present work, the method
followed will be done in the other way around, that is, the corrections will be made after
the acquisition process, by studying which are the conditions for which our set of data
gives the best image quality.

In the following, some of these factors are presented.

4.1. Positron range

As it was explained before (section 2.2), the positron travels a distance called ’positron
range’ from the point at which it was emitted to the point at which the annihilation
takes place. This distance depends on the surrounding matter and the initial energy of
the positron, and can take values up to several millimeters. In short, the gamma rays
detected by the scanner (LOR) are not produced in the same point where the nucleus
decay took place. Hence, by having data about the tissues and the matter of study,
positron range can be corrected or at least minimized.

4.2. Non-collinearity

The majority of annihilations take place when the positron has lost almost all the energy
and the momentum is nearly zero, at this stage both positron and electron are at thermal
energies. However, there exists a probability in which the annihilation occurs with
non-zero momentum in the laboratory system, and the emitted gamma rays suffer a
slight deviation from 180. This will cause errors in the identification of the annihilation
point and therefore will affect the spatial resolution The angular distribution has been
measured for this effect and corresponds to a Gaussian distribution with 0.4-0.5owidth.
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Figure 9: Non-collinearity effects on the LOR.[15]

4.3. Scattering and interaction with several crystals. Crystal
identification (Anger logic)

As explained before (section 3.1 ), the scintillator consists of an array of crystals which
is coupled to the PMT.

Figure 10: Gamma ray arrives to the scintillator block and interacts in several crystals
due to Compton scattering.

The incident photon arriving to the scintillator can leave the energy in a single photo-
electric interaction but it can also produce interactions in several crystals by Compton
scattering. If several Compton interaction occurs, the energy is then distributed in
several crystals which complicates the crystal identification.

The identification of the crystal at which the interaction took place is then made by
’Anger-like logic’. The method takes the name from H.O. Anger [3], who invented the
Anger camera in 1957. The method is useful when PS-PMT (position photomultiplier)
with multiple anodes are used.

The location of the interaction is determined by processing the voltage signals from
the PMT. The position of each anode is weight by the strength of its signal and then a
mean position from the weighted position is calculated. The sum of every signal corre-
sponds to the energy left in the crystal E = ΣX + ΣY .
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Figure 11: Illustration for anger logic method in a general case.

By representing these mean values for the interaction points, known as ’x, y anger
points’, the so-called ’flood field maps’ are obtained. This kind of maps represents the
distribution of the counts in the crystals.

In the particular case or this work, an array of 13x13 crystals coupled to a PS-PMT
with four anodes is used. Therefore, the x, y anger points are calculated in the following
way:

xanger =
XA −XB

XA +XB

; yanger =
YA − YB
YA + YB

(5)

and the total energy left in the crystal will be E = XA +XB + YA + YB.
Figure 12 represents one the flood field map obtained. It can be noticed that there are

exactly 13x13 point-like regions which corresponds to the 169 crystals of our detector.

Figure 12: Flood field map from the calculated values for x, y anger.
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4.4. Pile-up and dead time

Dead time is defined as the time after each event during which the system is not able
to detect another event. As a consequence, the higher the rate of photons hitting a
detector, the higher the probability of missing a photon. This problem becomes very
important in coincidence detection since both photons must be detected. Dead time
losses are minimized by systems with many independent detectors or with faster scintil-
lators and processing electronics.

Pile-up events occurs when a gamma ray is being integrated and an extra gamma ray
deposits its energy in the same detector. Pile up events cause two types of errors in
PET data. The first one occurs when the pile up event provides a large enough sig-
nal to fall outside the energy window and the event is lost. Under this situation, dead
time corrections will be required for quantitative measurement. The second error is the
partial or total overlapping of both pulses and spatial information will be lost. This
affects the energy resolution and the posterior crystal identification process. Again, as
a consequence the quality of the image will decrease.

Figure 13: Integration of a pulse with pile-up.

Pile-up effects occurs for high activity acquisitions, high sensitivity scanners and high
size detectors red by the same electronics channel, so that the probability to find two
coincidences very close in time is very large.
Pile-up can be minimized by reducing the integration time. However, if the integration
time is too short, the total charge integrated will be small and the signal to noise ratio
will be also poor. Therefore, an optimum value for integration time must be found,
keeping an equilibrium between pile-up effects and enough signal to noise ratio.

This study to optimize integration time constitutes a part of this work. For this
purpose, our pulses are integrated and analyzed for different integration times trying to
figure out which one is best.

15



Figure 14: Simulated flood field map for a detector of 15x15 crystals with (right) and
without (left) pile-up events. [7]

In figure 14 it can be observed how pile-up effects cause the overlapping of valid coin-
cidence events and therefore a transfer of counts between image planes, leading to loss
of counts in the originating plane and additional background events in the destination
plane.

4.5. Energy resolution

Energy resolution gives the precision of the system in determining the energy deposited
by the incident photons and is usually given by the FWHM of the photopeak of the
measured spectrum. The expression used to calculate it is,

FWHM =
∆E

Eγ
(6)

where Eγ is the position for the peak maximum and ∆E is the difference between the
two extreme values of the peak at medium height.

A small value for FWHM means that the system is able to distinguish between two
events very close in energy, so the smaller FWHM the better energy resolution.

In scintillation detectors, energy resolution depends on the light output of the scintil-
lator, as well as its intrinsic energy resolution which is due to non-statistical effects, such
as inhomogeneities in the light yield across the crystal, as well as intrinsic non-linearity
of the light conversion process. A good energy resolution is necessary in PET in order
to achieve good image contrast and to reduce background (scatter) counts.

4.6. Depth of interaction (DOI)

This problem is illustrated in Figure 15(b). If the source is not in the center of the
scanner the effective width of the detector increases and this affects the spatial resolu-
tion. By determining the point of interaction in the crystal this problem can be solved
but, it is very difficult to know with high precision the depth at which the interaction
occurs. This constitutes another degrading factor for the final spatial resolution and
image quality. The solution to minimize this problem is called ’phoswich technique’ and
consists on differencing somehow two or more parts of the crystal.
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(a) (b)

Figure 15: (a)Picture showing the way in which the phoswich technique reduces the
spatial uncertainty when determining the depth of interaction. (b)Illustration
of DOI problem, when the source is out of the center of the scanner, the
detected photon could be originated in any point inside the gray zone.The
effective width of the detector increases when increasing the distance to the
center.

There are several types of phoswich, specifically in this work we work with data col-
lected from a two-layer phoswich formed by two different materials LYSO and GSO.

The idea of phoswich relies on the fact that when two scintillators materials optically
different are assembled to a PMT, the output pulse will be different depending on the
part at which the interaction takes place. Thus, it will be possible to distinguish whether
the pulse is coming from one part or from the other.

It is important to choose the scintillators to have difference decay times in order to
have a different output pulse. In the following table the decay times for some scintillator
materials are presented.

Material Decay time (ns)

BGO 300
GSO 60
LSO 40

LYSO 40
LuAp 18

Table 1: Decay time for different scintillation materials used in PET.
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5. Set-up

5.1. Description of the data set

The data set analyzed in this work was collected with a detector formed by a scintillator
block of 169 crystals, that is, a 13x13 array. It is a phoswich detector, which means, as
it was explained before in section 4.6, that every crystal is composed by two different
layers: the first one is made of LYSO and it is the closest one to the source and the
second one is made of GSO.
The scintillator block is coupled to a PS-PMT with four anodes.
The source used was a Sodium-22, which is a positron-emitting isotope with a remark-
ably long half-life which is usually used to create test-objects and point-sources for PET.

Figure 16: Scheme and picture of the oscilloscope used to acquire the data

Since the multi-anode PMT has several anodes (12 to 64 depending on PMT model),by
using the Anger technique and a resistor network, the output of these multiple anodes
is combined into just four Anger signales, X1, Y1, X2, Y2. The acquisition process was
made with a four channel oscilloscope like the one in Figure 16 (each Anger signal is
connected to a channel). Therefore, the final data set will layout as four columns of
numbers which represent the output pulses created by each Anger signal when a photon
arrives to the scintillator.
Each pulse is sampled with 150 samples and the time between consecutive samples is 1
ns. Therefore, to integrate the entire pulse the integration has to be made up to 150 ns.
Shorter integration times can be tried in order to avoid pile-up.
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Figure 17: Representation of one of the pulses.

6. Aims of this work

Our first aim is to find the best integration time which minimizes degrading effects such
us pile-up and thus gives the best energy resolution and quality image. Once the opti-
mum integration time is known the next step is to find the best phoswich separation,
that is, to distinguish between the counts in the first layer (LYSO) and the counts in
the second layer (GSO). This will be done by the delay energy integration method.

Next task will be the crystal identification process where individual crystals will be
selected from the flood field map (x-y anger plot) and the corresponding counts in it
will be plotted to make the energy spectrum. From this plot an energy histogram will
be built in order to find the energy-channel relationship and then proceed to calibrate
each spectrum.

Since the number of counts for individual crystals is quite small, these spectra have
not much statistics. Therefore, to conclude this work the final aim is to build an spec-
trum with more statistics where the sodium photopeak is clearly visible. For this purpose
the individual calibrated spectra for LYSO and GSO crystals will be added up separately.

The fact that individual spectra must be calibrated is essential due to each crystal
has a difference ’gain’ (see section 3.2) and the spectra cannot be added up without a
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previous calibration.

Hence, the following steps have been followed:

1 Integration of the pulses (using the program pulse − procesor.f (author Jose
Manuel Ud́ıas))

2 Phoswich separation. (phoswich total.f)

3 Crystal identification.(xyanger.f, phoswich 1crystal.f). Individual spectra. His-
togram and calibration (histo.f)

4 Final spectrum. (script sum spectra.sh)

See appendix A for program code details.

7. Results.

7.1. Pulse integration. Optimum integration time

Based on the program pulse − procesor.f , the script 4columns procesor.sh is created
in order to integrate the pulses and find the integrated energy. The complete program
code is presented in Appendix A, but the main features are summarized below.

• Pulse-procesor is made for one column data but our data set consists of four
columns. Therefore, the script simply runs the program pulse-procesor four times
to read and process each column.

• The parameter used to set the integration time is called ’ismax’, and the study
will be made with several values such as 40, 60, 70, 80, 90, 100 and 150 ns. The
value 150 ns constitutes the maximum value for the integration time since our data
points are separated 1 ns and there are 150 samples in total in one pulse. The
pulses of both LYSO and GSO are well returned to the baseline after 150 ns.

In figure 18 the flood field for each integration time is presented. It can be observed
that the quality of the flood field improves with the integration time. More crystal peaks
are visible and even more counts seem to be in the figure. This is due to the fact that,
with short integration times, there are Anger coordinates of crystals that are outside the
’physics value’, due to noise and other reasons.

An equilibrium between enough number of data points and good resolution must be
found. From the plots it can be concluded that t=40 ns and t=60 ns can be ignored
right away because they do not have good signal to noise ratio to build a good flood
field and this will difficult crystal identification.
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(a) Flood field 40 ns (b) Flood field 60 ns

(c) Flood field 70 ns (d) Flood field 80 ns

(e) Flood field 90 ns (f) Flood field 150 ns

Figure 18: Obtained flood field maps for different integration times.

The analysis is then made over the plots for t=70, 80, 90 and 150 ns. The param-
eters used to quantify the energy resolution are FWHM and the peak to valley ratio.
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To calculate these parameters the program IMAGEJ 1 is used. This program allows
to select individual profiles from the flood field map and then plot them. From these
profiles the peak to valley ratio is calculated as the ratio between the arithmetic mean
for the maximum values of counts (peaks) and the mean value for the background counts
(valley). The larger the peak to valley ratio, the better resolution is reached.

Figure 19: Scheme of the profile selection with program IMAGEJ.

By comparing the profile of a chosen row for different integration times an estimation
of the optimum time can be done.

By looking at the plots in figure 20, the profile for t=100 and 150 ns shows a higher
number of counts in the background which means that pile-up is distorting the data.
This makes the peak to valley ratio much smaller so it can be concluded that the best
integration time is one of the values 70-80-90 ns. However, it should be noted that the
profiles for t=70,80,90 are very similar and it is quite difficult to affirm which is the best
of them by looking at the plots. To be more precise the peak to valley is calculated and
the results are presented in the following table.

integration time (ns) 90 80 70
peak to valley ratio 11.58 9.04 9.37

Table 2: Peak to valley ratio.

The three are very similar but the one for 90 ns seems to be the best.Therefore, the
following analysis is done for integration times of 90 ns. Nevertheless, the results for 70
and 80 ns are also presented and compared in section 8.

1To be able to plot flood field maps with IMAGEJ it is necessary to create data file in binary code
from a previous histogram of the variables x, y anger. This is done with a simple subroutine in the
program xyanger.f , which creates output files with the form ’name’.bin.
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(a) 70 ns (b) 80 ns

(c) 90 ns (d) 100 ns

(e) 150 ns

Figure 20: Obtained profiles for a same row and for different integration times.
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7.2. Phoswich separation. Delayed integration method

Once the integration time is fixed to the optimum value (90 ns in our case), the phoswich
separation can be made, that is, it is possible to distinguish between LYSO and GSO
counts. In order to make this partition, the delayed energy integration method is used.
This method is based on the fact that materials which form the phoswich have different
decay times.

Figure 21: Average of 1000 LYSO pulses (red) and 1000 GSO pulses (green).The differ-
ence between decay times is clear and thus by integrating from t > 0 it is
possible to distinguish between LYSO (less delay energy) and GSO (higher
delay energy). Adapted figure from [2]

By integrating the pulses from a time bigger than zero (delay time) to the maximum
integration time, it is obtained what is called ’delayed energy’, which gives information
about the layer (LYSO or GSO) where the interaction took place. The crystal with
slower decay time would have a higher ratio of tail to total energy.

Indeed, as shown in Figure 21, larger delayed energy corresponds to materials with
slower decay time. Thus, when plotting either delayed energy versus the total energy
2 or either the ratio (delayed energy

total energy
) versus the total energy, counts in each layer can be

separated and as a consequence the layer of interaction and a better estimation of the
depth of interaction can be estimated.

In our particular case, LYSO has the faster decay having a 40 ns decay time and
GSO the slow one with 60 ns, which means that the pulses with larger delayed energy
correspond to interactions in GSO.

2Total energy is defined as the integrated energy when the pulse is integrated from time equal to zero
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Again, the optimum value for the delay integration time must be found. This will
give the best phoswich separation and thus reduce the uncertainty when determining
the depth of interaction.

The procedure will be the same as in the previous section, the data is analyzed for
several delay times and the plots are compared to find which gives the clearest separation.

Before presenting the plots some features about the way the plots are obtained must
be pointed out:

• Figure 22(a) shows a plot where the total energy is represented as a function of
the ratio. It can be noticed that counts seem to be divided in two regions. The
left part would correspond to LYSO with faster decay and therefore smaller values
for the energy ratio, and the right part would correspond to GSO counts.

(a) (b)

Figure 22: (a)Total energy VS energy ratio (ratio =
Edelay
Etotal

), (b)Re-scaled plot for total
energy VS ratio.

However, from plots like the one in figure 22(a) it is impossible to separate accu-
rately between the two different types of counts. In order to see a nice plot the
axis must be rescaled. After finding a scale in accordance with our data the plots
turn to be like in figure 22(b) where the separation is more clear.

• Other factor which has been taken into account is the background counts. At
low energies the background becomes important in relation with the true counts
because the energy difference between both is smaller. To minimize this possible
error source, the lowest energy counts are ignored. Several plots are analyzed to
find a reasonable value for the minimum energy at which the plots will be cut off.
Since the number of counts is not very large, this energy threshold is set to a small
value in order not to lose many counts.

Once the previous factors have been studied, the plots are ready to be compared to
find the best delay time which gives the best layer separation. In the following, the
results for different delays are presented.

25



Figure 23: Total energy as a function of energy ratio for different delay times.

The best time delay is determined according to three main parameters:

• Distance between peaks, d. The higher distance between the two peaks the easiest
will be to separate LYSO and GSO counts.

• Depth between the two peaks separation, ∆x. A small depth will give a better
separation.

• Energy resolution, as defined in previous sections, FWHM = ∆x
Eγ

. The smaller

FWHM the better energy resolution. We work with FWHM for LYSO peak since
the GSO peak is too small.

The distance between peaks is the most determining factor to make the partition.
Then, by looking at the figure it can be inferred that the optimum value for the delay
time would lay in between 20 ns and 50 ns which are the values for which the peaks
are more distant. In order to compare dimensionless quantities, the comparison is made
with the variables: d

FWHM
and ∆x

h
where h is the height of LYSO peak.

The table shows the measured values for the parameters described above:
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delay time (ns) d ∆x FWHM(%) h ∆x
h

d
FWHM

10 24 146 4.9 1343 0.011 4.9
20 46 62 9.0 997 0.062 5.1
25 50 45 11 920 0.048 4.5
30 53 47 12 917 0.051 4.4
35 55 47 13 928 0.050 4.23
40 53 43 14 1048 0.041 3.79
50 43 48 19 1185 0.040 2.27

Table 3: Parameters.

From the table, it can be concluded that the values which gives the best equilibrium
for ∆x, d and FWHM parameters are 25 ns.

Figure 24: Total energy VS energy ratio detailed for 30, 35 and 40 ns.

Once an optimum delay time has been fixed, the next step is the separation of the
two types of counts.

The separation point or ’phoswich limit’ PL will be set as the value for the energy
ratio around the medium point between peaks and where the depth is smaller. The
separation simply consists on taking the counts with ratio bigger than PL as GSO
counts (right part in the figure) and those with smaller ratio as LYSO counts.

The partition is made with a simple FORTRAN program ′phoswich total.f ′ (SEE
appendix A )

When separating the counts it is found that there are very few counts for GSO. This
will be reflected in the flood field map and also in the spectra.
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The very few number of GSO counts must be due to the detector is placed right in
front of the source. That means that most of the counts interact in the first layer, LYSO,
and very few interact with the second layer, GSO.

Figure 25: Total energy VS energy ratio for 35 ns.

Figure 26: Flood field map for LYSO Figure 27: Flood field map for GSO

7.3. Crystal identification. Individual spectrum. Histogram and
calibration.

Next task is to identify single crystals and plot the spectrum for all the counts which
have interacted in it. By drawing on the flood field map (created with the program
xyanger.f), the corners of a selected crystal can be known. Then, we look for the
counts for which the x, y anger values are inside the interval enclosed by the corners.
Afterwards, the corresponding energy for these counts is plotted and a histogram is made.

This is made with a FORTRAN program ′phoswich 1crystal.f ′ where the input pa-
rameters are the x,y anger values for the corners. (see appendix A)
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The steps followed are presented below:

1. The corners of a certain crystal are selected from the flood field map as shown in
Figure 28.

Figure 28: Crystal selection.In this example the crystal 6x4 is selected. The crystal are
labelled as ′rxc′ where ’r’ is the raw number and ’c’ is the column number.

Those values for the corners (x1, y1, x2, y2) will be the input parameters for the
program phoswich 1crystal.f . By running this program, the counts inside the
crystal are written in an output file (fort.1 ).

Figure 29 shows the histogram made from this output file for several crystals for
LYSO and GSO counts.

2. Next task is to calibrate the counts obtained for the crystal, that is, to find the
channel-energy relationship. As it was explained, this is essential to be able to sum
up the individual spectra. Since every crystal has a different ’gain’, each crystal
will have different calibration factors.

In order to determine these calibration factors, we must find the channel which
corresponds to the maximum number of counts(’Chpeak’ ). This is done by plotting
an histogram for the counts in the crystal and associating 511 keV3 to the channel
corresponding to the maximum number of counts.
Moreover, the minimum energy is subtracted to the data. Thus the minimum
channel can be associated to zero energy and the calibration line is given by:

Ecalibrated = m · Etotal (7)

3The value of 511 keV corresponds to the photo-peak for annihilation photons from the source used
in the experiment, Sodium-22
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(a) LYSO counts, crystal 7x2 (b) LYSO counts, crystal 7x4

(c) GSO counts, crystal 7x2 (d) GSO counts, crystal 7x4

Figure 29: Histogram made from non-calibrated data for counts in LYSO and GSO crys-
tals

where m = 511
Chpeak

.

Everything is done with program ’histo.f ’ which gives an output file with the final
calibrated data. This file can be plotted and again an histogram is made to study
if the peak (maximum number of counts in the crystal) corresponds to 511 keV.
Plots in figure 30 shows examples for these histograms and it can be observed how
the peak appears around 500-510 keV.

3. Once the calibrated spectra have been obtained it is possible to sum up individual
spectra for several crystals and obtain the total spectrum for LYSO and GSO with
larger number of counts.
For this purpose, the corners of around 50 crystals are taken from anger values
and steps 1 and 2 are repeated for each case. Finally, we obtain a file with all the
calibrated data for the crystals. The spectra in Figure 31 are obtained by plotting
and making an histogram from this total data set. This is done automatically with
the script sum spectra.sh.
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(a) LYSO spectrum, crystal 7x2 (b) LYSO counts, crystal 7x4

(c) GSO counts, crystal 7x2 (d) GSO counts, crystal 7x4

Figure 30: Histogram made from calibrated data for counts in LYSO and GSO crystals.

(a) LYSO total spectrum (b) GSO total spectrum

Figure 31: Histogram made from calibrated data for a large number of crystals. It can be
observed that the photopeak appears around 500-510 keV as it was expected.
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8. Comparison of results for different integration
times

In section 7.1, the results for different integration times have been discussed. At
the end, integration time equal to 90 ns had been taken as the best value since it
was the one which gave the best peak to valley ratio and with higher number of
counts. But from table 2 it can be noticed that the values for 70, 80 and 90 ns are
very similar. Hence, the purpose of this section is to compare the final spectra4

for these three values and confirm whether 90 ns is really the best value for the
integration time or whether a better spectrum can be obtained with any of the
two others (70 and 80 ns).

If the integration time is changed, the delay time may also change so the first step
is to plot again the total energy versus the energy ratio to find the best delay time
and phoswich separation.

Figure 32 shows that phoswich separation seems to be slightly more difficult for
70 ns since the second peak (GSO counts) is less clear. However, for 80 ns and 90
ns the plots are very similar and 25 ns looks like a good delay time.

Let us make the final spectrum for 80 ns and compare it with the one made for
90 ns. Figure 33 shows these spectra for 80 and 90 ns, it can be noticed how both
spectra are very much the same.

9. Conclusions

From all the results and figures presented in the previous sections, it can be con-
cluded that the best values for parameters which gives the best quality image for
the data set analysed (array of 13x13 crystals of LYSO-GSO phoswich and Na-
22 positron source) are tintegration ≈ 90ns and tdelay ≈ 25ns. Small deviations
for tintegration from this value, inside the range 80-90 ns, have no important conse-
quences for the final spectra. However, probably 90 ns holds as the best integration
time.

The very few number of GSO counts is due to the detector being placed right in
front of the source. That means that most of the counts interact in the first layer,
LYSO, and very few are able to reach the second layer and interact with the GSO
part.

4When talking about ’final spectra’ we refer to the spectrum obtained by adding up all the individual
spectra for a good number of crystals.
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(a) integration time 70 ns (b) integration time 80 ns

(c) integration time 90 ns

Figure 32: Total energy versus energy ratio for different integration times.

(a) LYSO total spectrum, 80 ns (b) LYSO total spectrum, 90 ns

Figure 33: Total spectra for integration time equal to 80 and 90 ns.

Other fact that must be noticed is the long tail for the final spectra, the spectra
presented in figure 33, 31 are cut off around energy 4000 keV but actually the

33



counts in the original spectra reach higher energy. It is common to have counts
for very high energy when rescaling spectra for crystals with very different gains.
Moreover, since we use individual detectors instead of coincidence detections, the
internal activity of Lutetium also contributes with high energy counts.

Figure 34: Real spectrum from a Na-22 source.

Regarding the second peak in Na-22 (around 1275 keVs, see figure 34), it is not
visible due to the same reason, the number of counts is not enough to distinguish
this second peak in the spectrum.

Apart from these two features (long tail and non-visible second peak), by compar-
ing the obtained spectra (Figure 33,31) with the spectrum from a Na-22 source it
can be concluded that the obtained spectra are fairly good.

From the study made in this work it can be concluded that integration time and
delay time are two parameters which do have a big influence in the final layout
of images in PET. On one hand, a good fitting for integration time contributes
to reduce degrading factors like pile-up and entails a better identification of the
crystal of interaction. On the other hand, when using phoswich technique, a proper
value for delay time is needed to separate accurately the counts interacting in each
phoswich layer. Therefore, those parameters must be studied to find the best values
for each particular case (the values will depend on the material the phoswich is
made of), and the electronics must be set-up according to those values.
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A. Appendix

The aim of this appendix is to present in detail the programs used in this work.
All the programs have been created in FORTRAN language.

A.1. pulse− procesor.f ,

Author Jose Manuel Ud́ıas, adapted by the author of this work.

c 234567
program p u l s e p r o c e s o r

c I t i s nece s sa ry to add t h i s l i n e because our
c data s e t beg ins with a heading where the channels ’
c numbers are wr i t t en : CANAL1 CANAL2 CANAL3 CANAL4.

cha rac t e r ∗100 heading
common iar r samps (10000) , n samples , i n i t s am p l e s , n de lay
i n t e g e r ipmax , isamp , i pu l s e , i , j , npulses , imin , imax

npu l s e s=0
ipmax=1000

c i n i t i a l samples f o r o f f s e t
i n i t s a m p l e s =10
isamp=0

c read ing pul ses , i n t e g r a t i n g and look ing f o r a t r i g g e r po int .
i p u l s e o l d=0
imin =999999
imax=−999999

c read ing the heading
read (∗ ,∗ ) heading

do 100 i =1 ,10000000
do 100 j =1 ,1000000

c read ing the counts
read (∗ ,∗ , end=200) i p u l s e

i f ( i p u l s e . eq .−1) then
npu l s e s=npu l s e s+1
n samples=isamp

c c a l l the subrout ine i n t e g r a t e ( npulses , isamp )
c a l l i n t e g r a t e ( npu l s e s )
isamp=0

c wr i t i ng in f i l e ’ f o r t . 6 9 ’ , f our columns :
wr i t e (69 ,∗ ) npulses , imin , imax , n samples
imin =9999999
imax=−999999
c y c l e

e n d i f
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isamp=isamp+1
iar r samps ( isamp )=−i p u l s e

i f ( imin . ge . i p u l s e ) imin=i p u l s e
i f ( imax . l e . i p u l s e ) imax=i p u l s e

100 cont inue
200 cont inue

wr i t e (55 ,∗ ) n samples , imin , imax , npu l s e s
end

subrout ine i n t e g r a t e ( npulses , isamp )

common iar r samps (10000) , n samples , i n i t s am p l e s , n de lay
i n t e g e r b samps (10000) , isum (8) , i o f f s (8 ) , i d e l (8 ) , sigmax

c c a l c u l a t i n g o f f s e t s

isumd=0
do j =1,8

isum ( j )=0
i o f f s ( j )=0

enddo

do 1000 i s =1, i n i t s a m p l e s
i o f f s (1 )=i o f f s (1 )+iar r samps ( i s ) / i n i t s a m p l e s

1000 cont inue

sigmax=−10000
s i g i =−10000.

c l ook ing f o r maximum t o t a l energy and peak , removing o f f s e t s
s i g t o t =0.d0
amin=999999.
amax=−999999.

do 2000 i s =1, n samples
b samps ( i s )=iar r samps ( i s )− i o f f s (1 )
s i g t o t=s i g t o t+b samps ( i s )
i f ( b samps ( i s ) . gt . sigmax ) sigmax=b samps ( i s )
i f ( b samps ( i s ) . l t . amin ) amin=b samps ( i s )
i f ( s i g t o t . gt . s i g i ) s i g i=s i g t o t
wr i t e (37 ,∗ ) npulses , i s , b samps ( i s )

2000 cont inue
amax=sigmax

c CFD− l i k e t r i g g e r po int : marking at 10% of i n t e g r a l va lue

i t r i g =0
s i g t o t =0.
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do 3000 i s =1, n samples

do i c =1,1
s i g t o t=s i g t o t+b samps ( i s )

enddo
i f ( s i g t o t . gt . 0 . 0 0 5∗ s i g i ) then

i f ( i t r i g . eq . 0 ) i t t r i g=i s
i t r i g =1

e n d i f
3000 cont inue

c i d e l (∗ )=delay t imes
i d e l (1 )=−2
i d e l (2 )=10
i d e l (3 )=20
i d e l (4 )=30
i d e l (5 )=40
i d e l (6 )=50
i d e l (7 )=25
i d e l (8 )=35

c ismax=i n t e g r a t i o n time
ismax=90

do 3001 i s =1, n samples

c i f t r i g then i n t e g r a t e peaks upto n samples

i f ( i s− i t t r i g . l t . ismax ) then
do 3002 i =1,8

i f ( i s− i t t r i g . gt . i d e l ( i ) ) then
isum ( i )=isum ( i )+b samps ( i s )

e n d i f
3002 cont inue

e n d i f
c wr i t i ng in ’ f o r t . 2 0 ’ the i n t e g r a t e d energy ( isum ) f o r

d i f f e r e n t de lay t imes ( i d e l )
wr i t e (20 , ’ ( i6 , 2 i5 , i6 , 8 i 8 ) ’ ) b samps ( i s ) , i s , i t t r i g ,

, sigmax , n int ( s i g t o t ) , isum (2) , isum (3) , isum (4) ,
, isum (5) , isum (6) , isum (7) , isum (8)

c e n d i f
3001 cont inue

wr i t e (21 , ’ ( i5 , 2 i8 , 2 e13 . 5 , i5 , 7 i 8 ) ’ )
, sigmax , isum (1) , i o f f s (1 ) , amin , amax , 1 , isum (2) , isum (3) , isum

(4) ,
, isum (5) , isum (6) , isum (7) , isum (8)

re turn
end
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A.2. phoswich total.f

program phoswich

c input f i l e : de lay35 E tot , r a t i o . txt
c input parameter : va lue f o r phoswich l i m i t (PL)
c t h i s f i l e has f i v e columns n samples , E tota l , r a t i o , xanger ,

yanger

cha rac t e r ∗10 input1
i n t e g e r ia rgc , samp GSO , samp LYSO

i n t e g e r N
parameter (N=100000)
i n t e g e r i , j , count
i n t e g e r n sample (N)
r e a l E to ta l (N) , r a t i o (N) , x anger (N) , y anger (N)
r e a l GSO(N) ,LYSO(N)

r e a l phosw i ch l im i t
c the value f o r the phoswich l i m i t (PL) i s s e l e c t e d from the p l o t

r e a l A(N, 5 )
c opening two f i l e s , one f o r LYSO counts and other f o r GSO counts

open (1 , f i l e=’ GSO spectrum . txt ’ )
open (2 , f i l e=’ LYSO spectrum . txt ’ )

nparam=i a r g c ( )

i f ( nparam . l t . 1 ) then
wr i t e (∗ ,∗ ) ’ Introduce INPUT parameter : phoswich l i m i t ’
stop

e n d i f

c a l l ge targ (1 , input1 )
read ( input1 , ∗ ) phosw i ch l im i t

phosw i ch l im i t=phosw i ch l im i t /300

p r in t ∗ , ’ Phoswich l i m i t i s : ’ , phosw i ch l im i t

c read ing the input f i l e :
count=0
do i =1,N

read (∗ ,∗ , end=100) (A( i , j ) , j =1 ,5)
count=count+1
n sample ( i )=A( i , 1 )
E to ta l ( i )=A( i , 2 )
r a t i o ( i )=A( i , 3 )
x anger ( i )=A( i , 4 )
y anger ( i )=A( i , 5 )

enddo
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100 cont inue
p r in t ∗ , count
samp GSO=0
samp LYSO=0

c making the p a r t i t i o n :
do i =1, count

c l ook ing f o r counts with energy r a t i o b i gge r than PL (GSO
counts )

i f ( r a t i o ( i ) . gt . phosw i ch l im i t ) then
samp GSO=samp GSO+1
GSO( i )=E to ta l ( i )

c wr i t i ng GSO spectrum . txt
wr i t e (1 ,∗ ) samp GSO ,GSO( i ) , r a t i o ( i ) , x anger ( i ) , y anger ( i )

e n d i f
c l ook ing f o r counts with energy r a t i o sma l l e r than PL (LYSO

counts )
i f ( r a t i o ( i ) . l t . phosw ich l im i t ) then

samp LYSO=samp LYSO+1
LYSO( i )=E to ta l ( i )

c wr i t i ng LYSO spectrum . txt
wr i t e (2 ,∗ ) samp LYSO ,LYSO( i ) , r a t i o ( i ) , x anger ( i ) , y anger (

i )
e n d i f

enddo

pr in t ∗ , count , samp GSO , samp LYSO

end

A.3. xyanger.f

program Ca l cu la t ing x y anger

i n t e g e r nparam , ia rgc , nbin , ebin
i n t e g e r nbinmax , ebinmax
i n t e g e r Nevents
parameter ( Nevents =1000000 ,nbinmax=1000 , ebinmax=1000) ! , c o r r e c t o r

=0.3)
i n t e g e r i , j , count , xA( Nevents ) ,xB( Nevents ) ,yA( Nevents ) ,yB( Nevents )

i n t e g e r eee , nnn , ppp
r e a l x anger ( Nevents ) , y anger ( Nevents ) , t o t a l e n e r g y ( Nevents ) ,xmax ,

ymax
r e a l xmin , ymin , deltaX , deltaY , deltaE ,Emax, Emin
r e a l f l o o d f i e l d ( nbinmax , nbinmax ) , h i s t o ( ebinmax )
c harac t e r ∗10 input1 , input2
c harac t e r ∗200 f i l ename1 , f i l ename2 , f i l ename3

r e a l A( Nevents , 4 )

c s e t s nparam to the number o f command l i n e arguments
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nparam=i a r g c ( )

i f ( nparam . l t . 1 ) then
wr i t e (∗ ,∗ ) ’ Introduce INPUT parameters ’
wr i t e (∗ ,∗ ) ’ 1 : Number o f energy b ins ( ebin ) ’

wr i t e (∗ ,∗ ) ’ 2 : Number o f xy anger b ins ( nbin ) ’
stop

e n d i f
c read ing input parameters

c a l l ge targ (1 , input1 )
read ( input1 , ∗ ) ebin
wr i t e (∗ ,∗ ) ’Number o f energy b ins : ’ , eb in
c a l l ge targ (2 , input2 )
read ( input2 , ∗ ) nbin
wr i t e (∗ ,∗ ) ’Number o f xy anger b ins : ’ , nbin

c opening common f i l e s ( . txt )
open (1 , f i l e=’ xy anger . txt ’ )
open (2 , f i l e=’ xy histogram . txt ’ )
open (3 , f i l e=’ E histogram . txt ’ )
open (4 , f i l e=’ t o t a l e n e r g y . txt ’ )

c d e c l a r i n g binary f i l e s ( . bin ) and opening them
c binary f i l e s are needed to work with programs
c l i k e IMAGEJ or AMIDE

f i l ename1=’ xy histogram . bin ’
f i l ename2=’ E histogram . bin ’
f i l ename3=’ xy anger . bin ’
c a l l a b r i r (5 , f i l ename1 )
c a l l a b r i r (6 , f i l ename2 )
c a l l a b r i r (7 , f i l ename3 )

c ount=0
do i =1,Nevents

c read ing input f i l e
read (∗ ,∗ , end=100) (A( i , j ) , j =1 ,4)
c ount=count+1
yA( i )=A( i , 1 )
yB( i )=A( i , 2 )
xA( i )=A( i , 3 )
xB( i )=A( i , 4 )

enddo
100 cont inue

xmax=−1000
ymax=−1000
xmin=1000
ymin=1000
Emax=−100000
Emin=1000000

do i =1, count
c removing p o s s i b l e negat ive va lue s f o r energy

i f ( (xA( i ) . gt . 1 . 0 ) .AND. ( xB( i ) . gt . 1 . 0 ) .AND. ( yA( i ) . gt .
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P 1 . 0 ) .AND. ( yB( i ) . gt . 1 . 0 ) ) then
c c a l c u l a t i n x , y anger

x anger ( i )=f l o a t (xA( i )−xB( i ) ) / f l o a t (xA( i )+xB( i ) )
y anger ( i )=f l o a t (yA( i )−yB( i ) ) / f l o a t (yA( i )+yB( i ) )
t o t a l e n e r g y ( i )=f l o a t (xA( i )+xB( i )+yA( i )+yB( i ) )

wr i t e (1 ,∗ ) x anger ( i ) , y anger ( i )
wr i t e (7 ) x anger ( i ) , y anger ( i )
wr i t e (4 ,∗ ) t o t a l e n e r g y ( i )

c c a l c u l a t i n g maximum an minimum va lues to make the histogram
.

i f ( x anger ( i ) . l t .−1.0) p r i n t ∗ , x anger ( i )
i f ( x anger ( i ) . gt . xmax) xmax=x anger ( i )
i f ( x anger ( i ) . l t . xmin ) xmin=x anger ( i )
i f ( y anger ( i ) . gt . ymax) ymax=y anger ( i )
i f ( y anger ( i ) . l t . ymin ) ymin=y anger ( i )
i f ( t o t a l e n e r g y ( i ) . gt .Emax) Emax=t o t a l e n e r g y ( i )
i f ( t o t a l e n e r g y ( i ) . l t . Emin) Emin=t o t a l e n e r g y ( i )

e n d i f
enddo

pr in t ∗ , ’xmax = ’ , xmax
pr in t ∗ , ’ xmin = ’ , xmin
pr in t ∗ , ’ymax = ’ , ymax
pr in t ∗ , ’ ymin = ’ , ymin
pr in t ∗ , ’Emax = ’ , Emax
pr in t ∗ , ’Emin = ’ , Emin

c c a l c u l a t i n g bin s i z e s
deltaX=(xmax−xmin ) / nbin
deltaY=(ymax−ymin ) / nbin
deltaE=(Emax−Emin) / ebin

p r in t ∗ , deltaX , deltaY , deltaE , nbin , ebin
c c a l c u l a t i n g f l o o d f i e l d map and energy histogram .

do i =1, count
nnn=i n t ( ( x anger ( i )−xmin ) /( deltaX+1e−12) )+1
ppp=i n t ( ( y anger ( i )−ymin ) /( deltaY+1e−12) )+1
eee=i n t ( ( t o t a l e n e r g y ( i )−Emin) /( deltaE+1e−12) )+1
f l o o d f i e l d (nnn , ppp)=f l o o d f i e l d (nnn , ppp)+1
h i s t o ( eee )=h i s t o ( eee )+1

enddo

do j =1, nbin
do i =1, nbin

wr i t e (2 ,∗ ) i , j , f l o o d f i e l d ( i , j )
wr i t e (5 ) f l o o d f i e l d ( i , j )

enddo
enddo
do j =1, ebin

wr i t e (3 ,∗ ) j , h i s t o ( j )
wr i t e (6 ) h i s t o ( j )

enddo
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end

∗ −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
∗ −−−−−−−−−−−−−− ABRIR −−−−−−−−−−−−−−−−−−−
∗−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−

Subrout ine a b r i r ( id , t exto )

I m p l i c i t none
charac t e r ∗200 texto
i n t e g e r id

Pr int ∗ , ’ Opening . . ’ , t exto
wr i t e (∗ ,∗ )

∗∗ INTEL
Open( un i t=id , f i l e=texto , form=’ unformatted ’

+ , recordtype=’ stream ’ , c a r r i a g e c o n t r o l=’ none ’ )

∗∗ ABSOFT
c Open( un i t=id , f i l e=texto , form=’unformatted ’ )

Return
End

A.4. phoswich 1crystal.f

program ph osw i c h s i ng l eCr y s t a l

c input f i l e LYSO spectrum . txt or GSO spectrum . txt
c input parameters , c o rne r s f o r the c r y s t a l : x1 , x2 , y1 , y2

charac t e r ∗10 input1 , input2 , input3 , input4
i n t e g e r ia rgc , samples
r e a l x1 , x2 , y1 , y2
i n t e g e r N
parameter (N=100000)
i n t e g e r i , j , count
r e a l E to ta l (N) , r a t i o (N) , x anger (N) , y anger (N) , n sample (N)
r e a l A(N, 5 )

nparam=i a r g c ( )
c input parameters :

i f ( nparam . l t . 1 ) then
wr i t e (∗ ,∗ ) ’ Introduce INPUT parameters ’
wr i t e (∗ ,∗ ) ’ 1 : Coordinate x f o r upper corner ( x1 ) ’
wr i t e (∗ ,∗ ) ’ 2 : Coordinate y f o r upper corner ( y1 ) ’
wr i t e (∗ ,∗ ) ’ 3 : Coordinate x f o r bottom corner ( x2 ) ’
wr i t e (∗ ,∗ ) ’ 4 : Coordinate y f o r bottom corner ( y2 ) ’
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stop
e n d i f

c a l l ge targ (1 , input1 )
read ( input1 , ∗ ) x1
c a l l ge targ (2 , input2 )
read ( input2 , ∗ ) y1
c a l l ge targ (3 , input3 )
read ( input3 , ∗ ) x2
c a l l ge targ (4 , input4 )
read ( input4 , ∗ ) y2

p r in t ∗ , x1 , y1 , x2 , y2
c read ing the input f i l e :

count=0
do i =1,N

read (∗ ,∗ , end=100) (A( i , j ) , j =1 ,5)
count=count+1
n sample=A( i , 1 )
E to ta l ( i )=A( i , 2 )
r a t i o ( i )=A( i , 3 )
x anger ( i )=A( i , 4 )
y anger ( i )=A( i , 5 )

enddo
100 cont inue

samples=0

do i =1, count
c s e l e c t i n g counts i n s i d e the c r y s t a l

i f ( ( x anger ( i ) . gt . x1 ) .AND. ( x anger ( i ) . l t . x2 ) .AND.
p ( y anger ( i ) . l t . y1 ) .AND. ( y anger ( i ) . gt . y2 ) ) then

samples=samples+1
c wr i t i ng the counts i n s i d e the c r y s t a l in output f i l e : ’

f o r t . 1 ’
wr i t e (1 ,∗ ) E to ta l ( i )

e n d i f
enddo
pr in t ∗ , samples

c output f i l e f o r t . 1 −−> E to ta l ( i ) in the s e l e c t e d c r y s t a l
end

A.5. histo.f

program histogram

c input f i l e f o r t . 1 , from phosw i ch 1c ry s ta l . f
c input parameter , nbin=number o f b ins f o r the histogram

charac t e r ∗10 input1
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i n t e g e r ia rgc , samples
parameter (N=1000)
i n t e g e r nbin , i , j
r e a l E to ta l (N) ,Emax, Emin , deltaE , channel (N) , n sample (N) , Eof f (N)
i n t e g e r eee , h i stoE (N)
r e a l peak , Chpeak , E cal ,m, b , Chmin

nparam=i a r g c ( )

i f ( nparam . l t . 1 ) then
wr i t e (∗ ,∗ ) ’ Introduce input parameter nbin ’
stop

e n d i f

c a l l ge targ (1 , input1 )
read ( input1 , ∗ ) nbin

samples=0
c read ing input f i l e f o r t . 1 ( counts in the c r y s t a l )

do i =1,N
read (∗ ,∗ , end=100) E to ta l ( i )
samples=samples+1

enddo
100 cont inue

Emax=0
Emin=1000000000

c l ook ing f o r minimum energy
do i =1, samples

i f ( E to ta l ( i ) . l t . Emin) Emin=E to ta l ( i )
enddo

c subt ra c t i ng the minimum energy to the data
do i =1, samples

Eof f ( i )=E to ta l ( i )−Emin
wr i t e (7 ,∗ ) Eof f ( i )

enddo
c l ook ing f o r maximum energy

do i =1, samples
i f ( Eof f ( i ) . gt .Emax) Emax=Eof f ( i )

enddo
c c a l c u l a t i n g bin s i z e : deltaE

deltaE=Emax/ nbin

p r in t ∗ , samples ,Emax, Emin , deltaE

c making the histogram
do i =1, samples

eee=i n t ( Eof f ( i ) / deltaE )
histoE ( eee )=histoE ( eee )+1

wr i t e (4 ,∗ ) eee , h i stoE ( eee )
enddo
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do i =0,nbin−1
channel ( i )=deltaE ∗ i

c wr i t e the histogram in f o r t . 2
wr i t e (2 ,∗ ) channel ( i ) , h i s toE ( i )

enddo

peak=0
c peak=maximum value f o r counts , from the histogram

do i =1, nbin
i f ( h istoE ( i ) . gt . peak ) then

peak=histoE ( i )
c Chpeak=channel cor re spond ing to maximum value f o r counts .

Chpeak=channel ( i )
e n d i f

enddo

pr in t ∗ , peak , Chpeak

m=511/Chpeak !m=c a l i b r a t i o n f a c t o r

do i =1, samples
c wr i t i ng c a l i b r a t e d energy ( E ca l ) in f i l e f o r t . 3

E ca l=Eof f ( i ) ∗m
wri t e (3 ,∗ ) E ca l

enddo

pr in t ∗ , m

end

A.6. sum spectra.sh

f o r i in \$∗
do

#input f i l e : LYSO spectrum . txt or GSO spectrum . txt ( from
phosw ich to ta l )

. / phosw i ch 1c ry s ta l −0.44 0 .018 −0.36 −0.095 <\$i> /dev/ n u l l

cp f o r t . 1 \ $ i . spectrum 7x4
. / h i s t o 45 < f o r t .1> /dev/ n u l l
cp f o r t . 2 \ $ i . h i s t o 7 x 4
cp f o r t . 3 \ $ i . c a l i b r a t i o n 7 x 4
rm f o r t .∗

. / phosw i ch 1c ry s ta l −0.72 −0.012 −0.64 −0.10 <\$i> /dev/ n u l l

cp f o r t . 1 \ $ i . spectrum 7x2
. / h i s t o 45 < f o r t .1> /dev/ n u l l
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cp f o r t . 2 \ $ i . h i s t o 7 x 2
cp f o r t . 3 \ $ i . c a l i b r a t i o n 7 x 2
rm f o r t .∗

c at \ $ i . c a l i b r a t i o n 7 x 2 \ $ i . c a l i b r a t i o n 7 x 4 . . . > f i n a l . txt
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